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Allgemeines zu diesem
Handbuch

Dieses Handbuch vermittelt Ihnen Hintergrundinformationen zur Funktionsweise von
openSUSE®. Es richtet sich in der Hauptsache an Systemadministratoren und andere
Benutzer mit Grundkenntnissen der Systemadministration. In diesem Handbuch wird
Ihnen eine Auswahl verschiedener Anwendungen vorgestellt, die Thnen den Berufsalltag
erleichtern. Aulerdem erhalten Sie hier ausfiihrliche Beschreibungen erweiterter
Installations- und Konfigurationsszenarien.

Fortgeschrittene Implementierungsszenarien
Erfahren Sie, wie Sie openSUSE von einem entfernten Standort aus einsetzen
konnen, und machen Sie sich mit komplexen Szenarien fiir Festplatten-Setups
vertraut.

Verwalten und Aktualisieren von Software
Erlduterungen zu Installation und Entfernung von Software mithilfe von YaST
oder {iber die Kommandozeile, zur Verwendung der Funktion "1-Click Install" und
dazu, wie das System auf dem neuesten Stand gehalten wird.

Administration
Hier erfahren Sie, wie Sie openSUSE konfigurieren und aktualisieren und Thr
System im Textmodus verwalten. AuBlerdem lernen Sie einige wichtige Dienstpro-
gramme fiir Linux-Administratoren kennen.

System
Hier werden die Komponenten des Linux-Systems erldutert, sodass Sie deren
Interaktion besser verstehen.

Services
In diesem Abschnitt erfahren Sie, wie Sie die unterschiedlichen Netzwerk- und
Dateidienste konfigurieren, die zum Lieferumfang von openSUSE gehoren.

Mobilitat
Hier erhalten Sie eine Einfiihrung zu mobilem Computereinsatz mit openSUSE
und lernen verschiedene Optionen fiir Wireless-Computing und Power-Management
kennen.



xii

Viele Kapitel in diesem Handbuch enthalten Links zu zusitzlichen Dokumentationsres-
sourcen. Dazu gehort auch weitere Dokumentation, die auf dem System bzw. im
Internet verfiigbar ist.

Einen Uberblick iiber die Dokumentation, die fiir Thr Produkt verfiigbar ist, und die
neuesten Dokumentationsupdates finden Sie in http://www.novell.com/
documentation/opensusell3 oder im folgenden Abschnitt.

1 Verfiigbare Dokumentation

Wir stellen Thnen unsere Handbiicher in verschiedenen Sprachen in den Formaten
HTML und PDF zur Verfiigung. Die folgenden Handbiicher fiir Benutzer und Adminis-
tratoren sind fiir dieses Produkt verfiigbar:

Start (1 Start)
Fiihrt Sie durch die Installation und die grundlegende Konfiguration Ihres Systems.
Einsteiger finden in diesem Handbuch zudem eine Einfithrung in grundlegende
Linux-Konzepte, etwa das Dateisystem, das Benutzerkonzept und Zugriffsberech-
tigungen. Eine Ubersicht iiber die Funktionen von openSUSE fiir die mobile
Computernutzung ist ebenfalls enthalten. Stellt Hilfe und Rat bei Problemlésungen
bereit.

KDE User Guide (1 KDE User Guide)
Stellt den KDE-Desktop von openSUSE vor. Das Handbuch begleitet Sie bei der
Verwendung und Konfiguration des Desktops und hilft Thnen, wichtige Aufgaben
zu erledigen. Es richtet sich in erster Linie an Endbenutzer, die KDE als ihren
Standard-Desktop nutzen.

GNOME User Guide (Y GNOME User Guide)
Stellt den GNOME-Desktop von openSUSE vor. Das Handbuch begleitet Sie bei
der Verwendung und Konfiguration des Desktops und hilft Ihnen, wichtige Aufga-
ben zu erledigen. Es richtet sich in erster Linie an Endbenutzer, die den GNOME-
Desktop als ihren Standard-Desktop nutzen méchten.

Application Guide (1Application Guide)
Erfahren Sie, wie wichtige Desktop-Anwendungen auf openSUSE konfiguriert
werden. Dieses Handbuch bietet eine Einfithrung in Browser und E-Mail-Clients
sowie Biiro-Anwendungen und Tools fiir die Zusammenarbeit. Es behandelt auch
Grafik- und Multimedia-Anwendungen.
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Vermittelt Thnen ein grundlegendes Verstdndnis von openSUSE und deckt erwei-
terte Aufgaben der Systemverwaltung ab. Es richtet sich in der Hauptsache an
Systemadministratoren und andere Benutzer mit Grundkenntnissen der Systemadmi-
nistration. Es enthélt ausfiihrliche Informationen {iber erweiterte Einsatzmdoglich-
keiten, Administration Thres Systems, Interaktion von Schliisselsystemkomponenten
sowie die Einrichtung verschiedener Netzwerk- und Dateidienste, die openSUSE
bietet.

Security Guide (1Security Guide)
Zudem werden grundlegende Konzepte der Systemsicherheit vorgestellt, die sowohl
lokale als auch netzwerkbezogene Aspekte abdecken. Sie erfahren, wie Sie die
einem Produkt inhdrente Sicherheitssoftware wie Novell AppArmor verwenden
konnen (diese ermoglicht es Thnen, fiir jedes Programm einzeln festzulegen, fiir
welche Dateien Lese-, Schreib- und Ausfiihrungsberechtigungen bestehen) oder
das Priifsystem nutzen kénnen, das zuverldssig Daten zu sicherheitsrelevanten
Ereignissen sammelt.

Neben den umfangreichen Handbiichern stehen Thnen auch verschiedene Schnelleinfiih-
rungen zur Verfligung;:

KDE Quick Start (1 KDE Quick Start)
Bietet eine kurze Einfithrung in den KDE-Desktop und einige wichtige Anwendun-
gen, die darauf ausgefiihrt werden.

GNOME Quick Start (1 GNOME Quick Start)
Bietet eine kurze Einfiihrung in den GNOME-Desktop und einige wichtige
Anwendungen, die darauf ausgefiihrt werden.

Installations Quick Start (tInstallations Quick Start)
Listet die Systemanforderungen auf und fiihrt Sie schrittweise durch die Installation
von openSUSE von DVD oder einem ISO-Abbild.

Novell AppArmor Quick Start
Unterstiitzt Sie beim Verstehen der Hauptkonzepte von Novell® AppArmor.

HTML-Versionen der meisten Produkthandbiicher finden Sie auf dem installierten
System im Verzeichnis /usr/share/doc/manual bzw. in den Hilfezentren Ihres
Desktops. Die neuesten Dokumentationsaktualisierungen finden Sie unter http://
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http://www.novell.com/documentation

www.novell.com/documentation, von wo Sie PDF- oder HTML-Versionen
der Handbiicher fiir Ihr Produkt herunterladen kénnen.

2 Riickmeldungen

Fiir Riickmeldungen stehen mehrere Kanile zur Verfiigung:

Fehler und Verbesserungsanforderungen
Verwenden Sie zum Melden von Fehlern fiir eine Produktkomponente oder zum
Einreichen von Verbesserungsvorschlagen die Option https://bugzilla
.novell.com/. Reichen Sie bei Fehlern in der Dokumentation einen Fehlerbe-
richt zur Komponente Dokumentation fiir das entsprechende Produkt ein.

Wenn Sie zum ersten Mal mit Bugzilla arbeiten, konnen Sie niitzliche Informationen
dazu in den folgenden Artikeln finden:

* http://en.opensuse.org/openSUSE: Submitting bug_reports
* http://en.opensuse.org/openSUSE:Bug_reporting FAQ
Anregungen und Kritik unserer Leser
Wir freuen uns {iber [hre Hinweise, Anregungen und Vorschldge zu diesem
Handbuch und den anderen Teilen der Dokumentation zu diesem Produkt. Verwen-
den Sie die Funktion "Benutzerkommentare" unten auf den einzelnen Seiten der

Online-Dokumentation oder geben Sie IThre Kommentare auf der Seite http://
www.novell.com/documentation/feedback.html ein.

3 Konventionen in der
Dokumentation

In diesem Handbuch werden folgende typografische Konventionen verwendet:
* /etc/passwd: Verzeichnisnamen und Dateinamen

* Platzhalter: Ersetzen Sie P1at zhalter durch den tatsichlichen Wert.
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* PATH: die Umgebungsvariable PATH
* 1s, ——help: Kommandos, Optionen und Parameter
* Benutzer: Benutzer oder Gruppen

« Alt, Alt + F1: Eine Taste oder Tastenkombination. Tastennamen werden wie auf der
Tastatur in Grobuchstaben dargestellt.

 Datei, Datei > Speichern unter: Meniioptionen, Schaltflichen

 Tanzende Pinguine (Kapitel Pinguine, t Anderes Handbuch): Dies ist ein Verweis
auf ein Kapitel in einem anderen Handbuch.

4 Informationen liber die Herstellung
dieses Handbuchs

Dieses Handbuch wurde in Novdoc, einem Teilsatz von DocBook (siehe http: //
www . docbook . org), geschrieben. Die XML-Quelldateien wurden mit xm1lint
iiberpriift, von xs1tproc verarbeitet und mit einer benutzerdefinierten Version der
Stylesheets von Norman Walsh in XSL-FO konvertiert. Die endgiiltige PDF-Datei
wurde mit XEP von RenderX formatiert. Die Open Source-Werkzeuge und die zum

Erstellen dieses Handbuchs verwendete Umgebung sind im Paket susedoc verfiigbar,
das im Lieferumfang von openSUSE enthalten ist.

5 Quellcode

Der Quellcode von openSUSE ist 6ffentlich verfligbar. Um den Quellcode herunterzu-
laden, gehen Sie vor, wie unter http://www.novell.com/products/

suselinux/source_code.html beschrieben. Auf Anforderung senden wir Ihnen
den Quellcode auf DVD. Wir miissen eine Gebiihr von 15 US-Dollar bzw. 15 Euro fiir
Erstellung, Verpackung und Porto berechnen. Um eine DVD mit dem Quellcode

anzufordern, senden Sie eine E-Mail an sourcedvd@suse.de [mailto: sourcedvd@
suse.de] oder senden Sie Ihre Anforderung per Post an folgende Adresse:

Allgemeines zu diesem Handbuch
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Teil I. Fortgeschrittene
Implementierungsszenarien






Installation mit entferntem
Zugriff

Es gibt mehrere Moglichkeiten, openSUSE® zu installieren. Abgesehen von der nor-
malen Medieninstallation, die in Kapitel 1, Installation mit YaST (1 Start) beschrieben
wird, konnen Sie aus mehreren netzwerkbasierten Ansitzen auswihlen oder eine voll-
automatische Installation von openSUSE ausfiihren.

Die einzelnen Methoden werden tiber zwei kurze Checklisten eingefiihrt: in einer werden
die Voraussetzungen fiir diese Methoden aufgefiihrt, in der anderen die grundlegenden
Verfahren dargestellt. AnschlieSend werden alle in diesen Installationsszenarien ver-
wendeten Techniken ausfiihrlicher erldutert.

ANMERKUNG

In den folgenden Abschnitten wird das System, auf dem die neue openSUSE-
Installation ausgefuihrt wird, als Zielsystem oder Installationsziel bezeichnet.
Der Begriff Repository (friiher "Installationsquelle" genannt) wird fiir alle
Quellen der Installationsdaten verwendet. Dazu gehdren physische Medien, z.
B. CD und DVD, sowie Netzwerkserver, die die Installationsdaten im Netzwerk
verteilen.

Installation mit entferntem Zugriff



1.1 Installationsszenarien fiir die
Installation auf entfernten
Systemen

In diesem Abschnitt werden die gdngigsten Installationsszenarien fiir Installationen auf
entfernten Systemen beschrieben. Priifen Sie fiir jedes Szenario die Liste der Voraus-
setzungen und befolgen Sie das fiir dieses Szenario beschriebene Verfahren. Falls Sie
fiir einen bestimmten Schritt ausfiihrliche Anweisungen benétigen, folgen Sie den ent-
sprechenden Links.

1.1.1 Einfache Installation mit entferntem
Zugriff liber VNC - Statische
Netzwerkkonfiguration

Diese Art der Installation erfordert physischen Zugriff auf das Zielsystem, um dieses
fiir die Installation zu booten. Die Installation selbst wird vollstdndig von einer entfernten
Arbeitsstation gesteuert, die mit dem Installationsprogramm iiber VNC verbunden ist.
Das Eingreifen des Benutzers ist wie bei der manuellen Installation erforderlich (siehe
Kapitel 1, Installation mit YaST (1 Start)).

Stellen Sie bei dieser Art der Installation sicher, dass die folgenden Anforderungen
erfiillt sind:

+ Entferntes Repository: NFS, HTTP, FTP oder SMB mit einer funktionierenden
Netzwerkverbindung.

+ Zielsystem mit funktionierender Netzwerkverbindung.

+ Steuersystem mit funktionierender Netzwerkverbindung und VNC-Viewer-Software
oder Java-fahiger Browser (Firefox, Konqueror, Internet Explorer, Opera usw.).

+ Physisches Bootmedium (CD, DVD oder USB-Flash-Drive) zum Booten des Zielsys-
tems.
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+ Giiltige statische IP-Adressen, die dem Repository und dem Steuersystem bereits
zugewiesen sind.

+ Giiltige statische IP-Adresse, die dem Zielsystem zugewiesen wird.
Gehen Sie wie folgt vor, um diese Art der Installation durchzufiihren:

1 Richten Sie das Repository wie in Abschnitt 1.2, , Einrichten des Servers, auf dem
sich die Installationsquellen befinden® (S. 13) beschrieben ein. Wéhlen Sie einen
NEFS-, HTTP- oder FTP-Netzwerkserver. Informationen zu einem SMB-Repository
finden Sie unter Abschnitt 1.2.5, ,,Verwalten eines SMB-Repositorys* (S. 22).

2 Booten Sie das Zielsystem mithilfe eines Boot-Mediums (DVD, CD oder USB-Flash-
Drive) des openSUSE-Medienkits. Weitere Informationen tiber das openSUSE-
Medienkit finden Sie im Abschnitt Abschnitt ,,Wahl der Installationsmedien‘
(Kapitel 1, Installation mit YaST, 1 Start).

3 Wenn der Bootbildschirm des Zielsystems erscheint, legen Sie mithilfe der Eingabe-
aufforderung fiir die Boot-Optionen die entsprechenden VNC-Optionen und die
Adresse des Repositorys fest. Dies wird ausfiihrlich in Abschnitt 1.4, ,,Booten des
Zielsystems fiir die Installation® (S. 35) beschrieben.

Das Zielsystem bootet in eine textbasierte Umgebung und gibt die Netzwerkadresse
und Anzeigenummer an, unter der die grafische Installationsumgebung {iber eine
VNC-Viewer-Anwendung oder einen Browser erreichbar ist. VNC-Installationen
geben sich selbst iiber OpenSLP bekannt und kénnen, sofern die Firewall-Einstellun-
gen dies zulassen, mithilfe von Konqueror im Modus service:/ oder slp:/
ermittelt werden.

4 Offnen Sie auf der steuernden Arbeitsstation eine VNC-Viewer-Anwendung oder
einen Webbrowser und stellen Sie wie in Abschnitt 1.5.1, ,,VNC-Installation“ (S. 39)
beschrieben eine Verbindung zum Zielsystem her.

5 Fiihren Sie die Installation wie in Kapitel 1, Installation mit YaST (1 Start)
beschrieben aus. Stellen Sie die Verbindung zum Zielsystem wieder her, nachdem
dieses neu gebootet wurde.

6 Schlieflen Sie die Installation ab.

Installation mit entferntem Zugriff



1.1.2 Einfache Installation mit entferntem
Zugriff iiber VNC - Dynamische
Netzwerkkonfiguration

Diese Art der Installation erfordert physischen Zugriff auf das Zielsystem, um dieses
fiir die Installation zu booten. Die Netzwerkkonfiguration erfolgt iiber DHCP. Die
Installation selbst wird vollstindig {iber eine entfernte Arbeitsstation ausgefiihrt, die
iiber VNC mit dem Installationsprogramm verbunden ist. Fiir die eigentliche Konfigu-
ration ist jedoch das Eingreifen des Benutzers erforderlich.

Stellen Sie bei dieser Art der Installation sicher, dass die folgenden Anforderungen
erfiillt sind:

+ Entferntes Repository: NFS, HTTP, FTP oder SMB mit einer funktionierenden
Netzwerkverbindung.

+ Zielsystem mit funktionierender Netzwerkverbindung.

+ Steuersystem mit funktionierender Netzwerkverbindung und VNC-Viewer-Software
oder Java-fahiger Browser (Firefox, Konqueror, Internet Explorer oder Opera).

+ Booten Sie das Zielsystem mithilfe eines Boot-Mediums (DVD, CD oder USB-Flash-
Drive) des openSUSE-Medienkits. Weitere Informationen iiber das openSUSE-
Medienkit finden Sie im Abschnitt Abschnitt ,,Wahl der Installationsmedien*
(Kapitel 1, Installation mit YaST, 1Start).

» Laufender DHCP-Server, der IP-Adressen zur Verfiigung stellt.
Gehen Sie wie folgt vor, um diese Art der Installation durchzufiihren:

1 Richten Sie das Repository wie in Abschnitt 1.2, , Einrichten des Servers, auf dem
sich die Installationsquellen befinden® (S. 13) beschrieben ein. Wahlen Sie einen
NFS-, HTTP- oder FTP-Netzwerkserver. Informationen zu einem SMB-Repository
finden Sie unter Abschnitt 1.2.5, ,,Verwalten eines SMB-Repositorys® (S. 22).

2 Booten Sie das Zielsystem mithilfe eines Boot-Mediums (DVD, CD oder USB-Flash-
Drive) des openSUSE-Medienkits. Weitere Informationen tiber das openSUSE-
Medienkit finden Sie im Abschnitt Abschnitt ,,Wahl der Installationsmedien‘
(Kapitel 1, Installation mit YaST, 1t Start).
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3 Wenn der Bootbildschirm des Zielsystems erscheint, legen Sie mithilfe der Eingabe-
aufforderung fiir die Boot-Optionen die entsprechenden VNC-Optionen und die
Adresse des Repositorys fest. Dies wird ausfiihrlich in Abschnitt 1.4, ,,Booten des
Zielsystems fiir die Installation® (S. 35) beschrieben.

Das Zielsystem bootet in eine textbasierte Umgebung und gibt die Netzwerkadresse
und Anzeigenummer an, unter der die grafische Installationsumgebung iiber eine
VNC-Viewer-Anwendung oder einen Browser erreichbar ist. VNC-Installationen
geben sich selbst tiber OpenSLP bekannt und kénnen, sofern die Firewall-Einstellun-

gen dies zulassen, mithilfe von Konqueror im Modus service:/ oder slp:/
ermittelt werden.

4 Offnen Sie auf der steuernden Arbeitsstation eine VNC-Viewer-Anwendung oder
einen Webbrowser und stellen Sie wie in Abschnitt 1.5.1, ,,VNC-Installation“ (S. 39)
beschrieben eine Verbindung zum Zielsystem her.

5 Fiihren Sie die Installation wie in Kapitel 1, Installation mit YaST (1 Start)
beschrieben aus. Stellen Sie die Verbindung zum Zielsystem wieder her, nachdem
dieses neu gebootet wurde.

6 Schlieflen Sie die Installation ab.

1.1.3 Installation auf entfernten Systemen
iiber VNC - PXE-Boot und
Wake-on-LAN

Diese Art der Installation wird vollstindig automatisch durchgefiihrt. Der Zielcomputer
wird {iber den entfernten Zugriff gestartet und gebootet. Das Eingreifen des Benutzers
ist lediglich fiir die eigentliche Installation erforderlich. Dieser Ansatz ist fiir standort-
ibergreifende Implementierungen geeignet.

Stellen Sie bei dieser Art der Installation sicher, dass die folgenden Anforderungen
erfiillt sind:

+ Entferntes Repository: NFS, HTTP, FTP oder SMB mit einer funktionierenden
Netzwerkverbindung.

» TEFTP-Server.
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Laufender DHCP-Server fiir Ihr Netzwerk.

Zielsystem, das PXE-Boot-, Netzwerk- und Wake-on-LAN-fahig, angeschlossen und
mit dem Netzwerk verbunden ist.

Steuersystem mit funktionierender Netzwerkverbindung und VNC-Viewer-Software
oder Java-fahiger Browser (Firefox, Konqueror, Internet Explorer oder Opera).

Gehen Sie wie folgt vor, um diese Art der Installation auszufiihren:

1
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Richten Sie das Repository wie in Abschnitt 1.2, , Einrichten des Servers, auf dem
sich die Installationsquellen befinden® (S. 13) beschrieben ein. Wéhlen Sie einen
NFS-, HTTP- oder FTP-Netzwerkserver aus oder konfigurieren Sie ein SMB-
Repository wie in Abschnitt 1.2.5, ,,Verwalten eines SMB-Repositorys® (S. 22)
beschrieben.

Richten Sie einen TFTP-Server ein, auf dem das Boot-Image gespeichert wird, das
vom Zielsystem abgerufen werden kann. Die Konfiguration eines solchen Servers
wird in Abschnitt 1.3.2, , Einrichten eines TFTP-Servers® (S. 27) beschrieben.

Richten Sie einen DHCP-Server ein, der IP-Adressen fiir alle Computer bereitstellt
und dem Zielsystem den Speicherort des TFTP-Servers bekannt gibt. Die Konfigu-
ration eines solchen Servers wird in Abschnitt 1.3.1, ,,Einrichten eines DHCP-Servers*
(S. 24) beschrieben.

Bereiten Sie das Zielsystem fiir PXE-Boot vor. Dies wird ausfiihrlich in
Abschnitt 1.3.5, ,,Vorbereiten des Zielsystems fiir PXE-Boot“ (S. 34) beschrieben.

Initiieren Sie den Bootvorgang des Zielsystems mithilfe von Wake-on-LAN. Die
Konfiguration eines solchen Servers wird in Abschnitt 1.3.7, ,,Wake-on-LAN®
(S. 34) beschrieben.

Offnen Sie auf der steuernden Arbeitsstation eine VNC-Viewer-Anwendung oder
einen Webbrowser und stellen Sie wie in Abschnitt 1.5.1, ,,VNC-Installation® (S. 39)
beschrieben eine Verbindung zum Zielsystem her.

Fiihren Sie die Installation wie in Kapitel 1, Installation mit YaST (1Start)
beschrieben aus. Stellen Sie die Verbindung zum Zielsystem wieder her, nachdem
dieses neu gebootet wurde.

Schlief3en Sie die Installation ab.



1.1.4 Einfache Installation mit entferntem
Zugriff iiber SSH - Statische
Netzwerkkonfiguration

Diese Art der Installation erfordert physischen Zugriff auf das Zielsystem, um dieses
fiir die Installation zu booten und um die IP-Adresse des Installationsziels zu ermitteln.
Die Installation selbst wird vollstdndig von einer entfernten Arbeitsstation gesteuert,
die mit dem Installationsprogramm iiber SSH verbunden ist. Das Eingreifen des
Benutzers ist wie bei der reguliren Installation erforderlich (siehe Kapitel 1, Installation
mit YaST (1Start)).

Stellen Sie bei dieser Art der Installation sicher, dass die folgenden Anforderungen
erfiillt sind:

+ Entferntes Repository: NFS, HTTP, FTP oder SMB mit einer funktionierenden
Netzwerkverbindung.

+ Zielsystem mit funktionierender Netzwerkverbindung.

+ Steuersystem mit funktionierender Netzwerkverbindung und funktionierender SSH-
Client-Software.

+ Booten Sie das Zielsystem mithilfe eines Boot-Mediums (DVD, CD oder USB-Flash-
Drive) des openSUSE-Medienkits. Weitere Informationen iiber das openSUSE-
Medienkit finden Sie im Abschnitt Abschnitt ,,Wahl der Installationsmedien*
(Kapitel 1, Installation mit YaST, 1 Start).

+ Giiltige statische IP-Adressen, die dem Repository und dem Steuersystem bereits
zugewiesen sind.

+ Giiltige statische IP-Adresse, die dem Zielsystem zugewiesen wird.
Gehen Sie wie folgt vor, um diese Art der Installation durchzufiihren:

1 Richten Sie das Repository wie in Abschnitt 1.2, ,,Einrichten des Servers, auf dem
sich die Installationsquellen befinden® (S. 13) beschrieben ein. Wéhlen Sie einen
NFS-, HTTP- oder FTP-Netzwerkserver. Informationen zu einem SMB-Repository
finden Sie unter Abschnitt 1.2.5, ,,Verwalten eines SMB-Repositorys* (S. 22).

Installation mit entferntem Zugriff
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Booten Sie das Zielsystem mithilfe eines Boot-Mediums (DVD, CD oder USB-Flash-
Drive) des openSUSE-Medienkits. Weitere Informationen tiber das openSUSE-
Medienkit finden Sie im Abschnitt Abschnitt ,,Wahl der Installationsmedien‘
(Kapitel 1, Installation mit YaST, 1 Start).

Wenn der Bootbildschirm des Zielsystems erscheint, legen Sie mithilfe der Eingabe-
aufforderung fiir die Boot-Optionen die entsprechenden VNC-Optionen und die
Adresse des Repositorys fest. Dies wird ausfiihrlich in Abschnitt 1.4.2, ,,Benutzerde-
finierte Boot-Optionen“ (S. 36) beschrieben.

Das Zielsystem bootet in eine textbasierte Umgebung und gibt die Netzwerkadresse
an, unter der die grafische Installationsumgebung von einen beliebigen SSH-Client
adressiert werden kann.

Offnen Sie auf der steuernden Arbeitsstation ein Terminalfenster und stellen Sie wie
in ,,Herstellen der Verbindung mit dem Installationsprogramm® (S. 41) beschrieben
eine Verbindung zum Zielsystem her.

Fiihren Sie die Installation wie in Kapitel 1, Installation mit YaST (1 Start)
beschrieben aus. Stellen Sie die Verbindung zum Zielsystem wieder her, nachdem
dieses neu gebootet wurde.

Schlief3en Sie die Installation ab.

1.1.5 Einfache Installation mit entferntem

Zugriff liber SSH — Dynamische
Netzwerkkonfiguration

Diese Art der Installation erfordert physischen Zugriff auf das Zielsystem, um dieses
fiir die Installation zu booten und um die IP-Adresse des Installationsziels zu ermitteln.
Die Installation selbst wird vollstdndig iiber eine entfernte Arbeitsstation ausgefiihrt,
die {iber VNC mit dem Installationsprogramm verbunden ist. Fiir die eigentliche Kon-
figuration ist jedoch das Eingreifen des Benutzers erforderlich.

Stellen Sie bei dieser Art der Installation sicher, dass die folgenden Anforderungen
erfiillt sind:
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+ Entferntes Repository: NFS, HTTP, FTP oder SMB mit einer funktionierenden
Netzwerkverbindung.

+ Zielsystem mit funktionierender Netzwerkverbindung.

+ Steuersystem mit funktionierender Netzwerkverbindung und funktionierender SSH-
Client-Software.

+ Physisches Bootmedium (CD, DVD oder USB-Flash-Drive) zum Booten des Zielsys-
tems.

+ Laufender DHCP-Server, der IP-Adressen zur Verfiigung stellt.
Gehen Sie wie folgt vor, um diese Art der Installation durchzufiihren:

1 Richten Sie das Repository wie in Abschnitt 1.2, ,,Einrichten des Servers, auf dem
sich die Installationsquellen befinden® (S. 13) beschrieben ein. Wéhlen Sie einen
NFS-, HTTP- oder FTP-Netzwerkserver. Informationen zu einem SMB-Repository
finden Sie unter Abschnitt 1.2.5, ,,Verwalten eines SMB-Repositorys* (S. 22).

2 Booten Sie das Zielsystem mithilfe eines Boot-Mediums (DVD, CD oder USB-Flash-
Drive) des openSUSE-Medienkits. Weitere Informationen tiber das openSUSE-
Medienkit finden Sie im Abschnitt Abschnitt ,,Wahl der Installationsmedien‘
(Kapitel 1, Installation mit YaST, 1 Start).

3 Wenn der Bootbildschirm des Zielsystems erscheint, legen Sie mithilfe der Eingabe-
aufforderung fiir die Boot-Optionen die entsprechenden Parameter fiir die Netzwerk-
verbindung, den Speicherort der Installationsquelle und die SSH-Aktivierung fest.
Weitere Informationen sowie ausfiihrliche Anweisungen zur Verwendung dieser
Parameter finden Sie in Abschnitt 1.4.2, ,,Benutzerdefinierte Boot-Optionen“ (S. 36).

Das Zielsystem bootet in eine textbasierte Umgebung und gibt die Netzwerkadresse
an, unter der die grafische Installationsumgebung iiber einen beliebigen SSH-Client
erreichbar ist.

4 Offnen Sie auf der steuernden Arbeitsstation ein Terminalfenster und stellen Sie wie
in ,,Herstellen der Verbindung mit dem Installationsprogramm* (S. 41) beschrieben
eine Verbindung zum Zielsystem her.

Installation mit entferntem Zugriff
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5 Fiihren Sie die Installation wie in Kapitel 1, Installation mit YaST (1 Start)
beschrieben aus. Stellen Sie die Verbindung zum Zielsystem wieder her, nachdem
dieses neu gebootet wurde.

6 SchlieB3en Sie die Installation ab.

1.1.6 Installation auf entfernten Systemen
uber SSH - PXE-Boot und
Wake-on-LAN

Diese Art der Installation wird vollstindig automatisch durchgefiihrt. Der Zielcomputer
wird {iber den entfernten Zugriff gestartet und gebootet.

Stellen Sie bei dieser Art der Installation sicher, dass die folgenden Anforderungen
erfiillt sind:

+ Entferntes Repository: NFS, HTTP, FTP oder SMB mit einer funktionierenden
Netzwerkverbindung.

» TFTP-Server.

+ Laufender DHCP-Server fiir Ihr Netzwerk, der dem zu installierenden Host eine
statische IP-Adresse zuweist.

+ Zielsystem, das PXE-Boot-, Netzwerk- und Wake-on-LAN-fihig, angeschlossen und
mit dem Netzwerk verbunden ist.

+ Steuersystem mit funktionierender Netzwerkverbindung und SSH-Client-Software.
Gehen Sie wie folgt vor, um diese Art der Installation auszufiihren:

1 Richten Sie das Repository wie in Abschnitt 1.2, , Einrichten des Servers, auf dem
sich die Installationsquellen befinden® (S. 13) beschrieben ein. Wéhlen Sie einen
NEFES-, HTTP- oder FTP-Netzwerkserver. Weitere Informationen zur Konfiguration
eines SMB-Repositorys finden Sie in Abschnitt 1.2.5, ,,Verwalten eines SMB-
Repositorys* (S. 22).
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2 Richten Sie einen TFTP-Server ein, auf dem das Boot-Image gespeichert wird, das
vom Zielsystem abgerufen werden kann. Die Konfiguration eines solchen Servers
wird in Abschnitt 1.3.2, , Einrichten eines TFTP-Servers® (S. 27) beschrieben.

3 Richten Sie einen DHCP-Server ein, der IP-Adressen fiir alle Computer bereitstellt
und dem Zielsystem den Speicherort des TFTP-Servers bekannt gibt. Die Konfigu-
ration eines solchen Servers wird in Abschnitt 1.3.1, ,,Einrichten eines DHCP-Servers*
(S. 24) beschrieben.

4 Bereiten Sie das Zielsystem fiir PXE-Boot vor. Dies wird ausfiihrlich in
Abschnitt 1.3.5, ,,Vorbereiten des Zielsystems fiir PXE-Boot“ (S. 34) beschrieben.

5 Initijeren Sie den Bootvorgang des Zielsystems mithilfe von Wake-on-LAN. Die
Konfiguration eines solchen Servers wird in Abschnitt 1.3.7, ,,Wake-on-LAN*
(S. 34) beschrieben.

6 Starten Sie auf der steuernden Arbeitsstation einen SSH-Client und stellen Sie wie
in Abschnitt 1.5.2, ,,SSH-Installation® (S. 41) beschrieben eine Verbindung zum
Zielsystem her.

7 Fiihren Sie die Installation wie in Kapitel 1, Installation mit YaST (1 Start)
beschrieben aus. Stellen Sie die Verbindung zum Zielsystem wieder her, nachdem
dieses neu gebootet wurde.

8 Schliefen Sie die Installation ab.

1.2 Einrichten des Servers, auf dem
sich die Installationsquellen
befinden

Je nachdem, unter welchem Betriebssystem der Rechner ausgefiihrt wird, der als
Netzwerkinstallationsquelle fiir openSUSE verwendet werden soll, stehen fiir die Ser-
verkonfiguration mehrere Moglichkeiten zur Verfiigung. Am einfachsten ldsst sich ein
Installationsserver mit YaST auf openSUSE 11.1 und héher einrichten.

Installation mit entferntem Zugriff

13



14

TIPP

Fiir die Linux-Implementierung kann auch ein Microsoft Windows-Computer
als Installationsserver verwendet werden. Weitere Informationen finden Sie in
Abschnitt 1.2.5, ,Verwalten eines SMB-Repositorys® (S. 22).

1.2.1 Einrichten eines Installationsservers
mithilfe von YaST

YaST bietet ein grafisches Werkzeug zum Erstellen von Repositorys. Es unterstiitzt
HTTP-, FTP- und NFS-Netzwerk-Installationsserver.

1 Melden Sie sich bei dem Computer, der als Installationsserver verwendet werden
soll, als root an.

2 Installieren Sie das yast2-instserver-Paket.
3 Starten Sie YaST > Verschiedenes > Installationsserver.

4 Wihlen Sie den gewiinschten Repositorytyp (HTTP, FTP oder NES). Der ausgewihlte
Dienst wird bei jedem Systemstart automatisch gestartet. Wenn ein Dienst des aus-
gewdhlten Typs auf dem System bereits ausgefiihrt wird und Sie diesen Dienst fiir
den Server manuell konfigurieren mdchten, deaktivieren Sie die automatische Kon-
figuration des Serverdiensts, indem Sie Keine Netzwerkdienste konfigurieren wéhlen.
Geben Sie in beiden Féllen das Verzeichnis an, in dem die Installationsdaten auf
dem Server zur Verfiigung gestellt werden sollen.

5 Konfigurieren Sie den erforderlichen Repositorytyp. Dieser Schritt bezieht sich auf
die automatische Konfiguration der Serverdienste. Wenn die automatische Konfigu-
ration deaktiviert ist, wird dieser Schritt iibersprungen.

Legen Sie einen Aliasnamen fiir das root-Verzeichnis auf dem FTP- oder HTTP-
Server fest, in dem die Installationsdaten gespeichert werden sollen. Das Repository
befindet sich spéter unter ftp://Server—IP/Alias/Name (FTP) oder unter
http://Server-IP/Alias/Name (HTTP). Name steht flir den Namen des
Repositorys, das im folgenden Schritt definiert wird. Wenn Sie im vorherigen Schritt
NFS ausgewihlt haben, legen Sie Platzhalter und Exportoptionen fest. Der Zugriff
auf den NFS-Server erfolgt iiber nfs: //Server—-IP/Name. Informationen zu
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NFS und Exportvorgingen finden Sie in Kapitel 26, Verteilte Nutzung von Dateisys-
temen mit NFS (S. 461).

TIPP: Firewall-Einstellungen

Stellen Sie sicher, dass die Firewall-Einstellungen lhres Server-Systems
Datenverkehr an den entsprechenden Ports fiir HTTP, NFS und FTP erlauben.
Ist dies nicht der Fall, aktivieren Sie zuvor Firewall-Port éffnen oder Firewall-
Details.

6 Konfigurieren Sie das Repository. Bevor die Installationsmedien in ihr Zielverzeichnis
kopiert werden, miissen Sie den Namen des Repositorys angeben (dies sollte im
Idealfall eine leicht zu merkende Abkiirzung des Produkts und der Version sein).
YaST ermdglicht das Bereitstellen von ISO-Images der Medien an Stelle von
Kopien der Installations-DVDs. Wenn Sie diese Funktion verwenden mdchten,
aktivieren Sie das entsprechende Kontrollkdstchen und geben Sie den Verzeichnispfad
an, in dem sich die ISO-Dateien lokal befinden. Je nachdem, welches Produkt mit-
hilfe dieses Installationsservers verteilt werden soll, konnen mehrere Add-On-CDs
oder Service-Pack-CDs erforderlich sein. Sie miissen als zusitzliche Repositorys
hinzugefiigt werden. Um den Installationsserver {iber OpenSLP im Netzwerk bekannt
zu geben, aktivieren Sie die entsprechende Option.

TIPP

Wenn lhr Netzwerk diese Option unterstiitzt, sollten Sie Ihr Repository auf
jeden Fall (iber OpenSLP bekannt machen. Dadurch ersparen Sie sich die
Eingabe des Netzwerk-Installationspfads auf den einzelnen Zielcomputern.
Die Zielsysteme werden einfach unter Verwendung der SLP-Boot-Option
gebootet und finden das Netzwerk-Repository ohne weitere Konfigurations-
schritte. Weitere Informationen zu dieser Option finden Sie in Abschnitt 1.4,
~Booten des Zielsystems fir die Installation® (S. 35).

Laden Sie die Installationsdaten hoch. Der die meiste Zeit in Anspruch nehmende
Schritt bei der Konfiguration eines Installationsservers ist das Kopieren der eigentli-
chen Installations-DVDs. Legen Sie die Medien in der von YaST angegebenen
Reihenfolge ein und warten Sie, bis der Kopiervorgang abgeschlossen ist. Wenn alle
Quellen erfolgreich kopiert wurden, kehren Sie zur Ubersicht der vorhandenen
Repositorys zuriick und schliefen Sie die Konfiguration, indem Sie Verlassen wéhlen.

Installation mit entferntem Zugriff
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Der Installationsserver ist jetzt vollstindig konfiguriert und betriebsbereit. Er wird
bei jedem Systemstart automatisch gestartet. Es sind keine weiteren Aktionen
erforderlich. Sie miissen diesen Dienst lediglich ordnungsgemaf3 manuell konfigurie-
ren und starten, wenn die automatische Konfiguration der ausgewéhlten Netzwerk-
dienste mit YaST anfdnglich deaktiviert wurde.

Wihlen Sie zum Deaktivieren eines Repositorys das zu entfernende Repository aus
und wihlen Sie dann Ldschen. Die Installationsdaten werden vom System entfernt. Um
den Netzwerkdienst zu deaktivieren, verwenden Sie das entsprechende YaST-Modul.

Wenn der Installationsserver die Installationsdaten fiir mehrere Produkte einer Produkt-
version zur Verfligung stellen soll, starten Sie das YaST-Installationservermodul und
wihlen Sie in der Ubersicht der vorhandenen Repositorys die Option Hinzufiigen, um
das neue Repository zu konfigurieren.

1.2.2 Manuelles Einrichten eines
NFS-Repositorys

Das Einrichten einer NFS-Quelle fiir die Installation erfolgt in zwei Schritten. Im ersten
Schritt erstellen Sie die Verzeichnisstruktur fiir die Installationsdaten und kopieren
diese in die Struktur. Im zweiten Schritt exportieren Sie das Verzeichnis mit den
Installationsdaten in das Netzwerk.

Gehen Sie wie folgt vor, um ein Verzeichnis fiir die Installationsdaten zu erstellen:
1 Melden Sie sich als root an.

2 Erstellen Sie ein Verzeichnis, in dem die Installationsdaten gespeichert werden sollen,
und wechseln Sie in dieses Verzeichnis. Beispiel:

mkdir install/product/productversion

cd install/product/productversion

Ersetzen Sie Produkt durch eine Abkiirzung des Produktnamens und

Produktversion durch eine Zeichenkette, die den Produktnamen und die Version
enthilt.

3 Fiihren Sie fiir die einzelnen im Medienkit enthaltenen DVDs die folgenden Kom-
mandos aus:
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3a Kopieren Sie den gesamten Inhalt der Installations-DVD in das Server-
Installationsverzeichnis:

cp —a /media/path_to_your. DVD_drive .

Ersetzen Sie pfad _zu_ihrem DVD-Ilaufwerk durch den tatsdchlichen
Pfad, in dem sich das DVD-Laufwerk befindet. Dies kann je nach Laufwerk-
typ, der auf dem System verwendet wird, cdrom, cdrecorder, dvd oder
dvdrecorder sein.

3b Benennen Sie das Verzeichnis in die DVD-Nummer um:

mv path_to_your._DVD_drive DVDx

Ersetzen Sie x durch die Nummer der DVD.

Bei openSUSE konnen Sie die Repositorys iiber NFS mit YaST exportieren. Fithren
Sie dazu die folgenden Schritte aus:

1

2

Melden Sie sich als root an.
Starten Sie YaST > Netzwerkdienste > NFS-Server.
Wihlen Sie Starten und Firewall-Port 6ffnen und klicken Sie auf Weiter.

Wiéhlen Sie Verzeichnis hinzufiigen und navigieren Sie zum Verzeichnis mit den
Installationsquellen, in diesem Fall Produktversion.

Wihlen Sie Host hinzufiigen und geben Sie die Hostnamen der Computer ein, auf
die die Installationsdaten exportiert werden sollen. An Stelle der Hostnamen kdnnen
Sie hier auch Platzhalter, Netzwerkadressbereiche oder einfach den Doméanennamen
Ihres Netzwerks eingeben. Geben Sie die gewiinschten Exportoptionen an oder
iibernehmen Sie die Vorgabe, die fiir die meisten Konfigurationen ausreichend ist.
Weitere Informationen dazu, welche Syntax beim Exportieren von NFS-Freigaben
verwendet wird, finden Sie auf der man-Seite zu exports.

Klicken Sie auf Verlassen. Der NFS-Server, auf dem sich die openSUSE-Repositorys
befinden, wird automatisch gestartet und in den Bootvorgang integriert.

Wenn Sie die Repositorys nicht mit dem YaST-NFS-Servermodul, sondern manuell
exportieren mochten, gehen Sie wie folgt vor:

Installation mit entferntem Zugriff
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Melden Sie sich als root an.

Offnen Sie die Datei /et c/exports und geben Sie die folgende Zeile ein:

/productversion *(ro,root_squash,sync)

Dadurch wird das Verzeichnis / Produktversion auf alle Hosts exportiert, die

Teil dieses Netzwerks sind oder eine Verbindung zu diesem Server herstellen konnen.
Um den Zugriff auf diesen Server zu beschrdanken, geben Sie an Stelle des allgemeinen
Platzhalters * Netzmasken oder Dominennamen an. Weitere Informationen hierzu
finden Sie auf der man-Seite fiir den Befehl export. Speichern und schlieffen Sie
diese Konfigurationsdatei.

Um den NFS-Dienst zu der beim Booten des System generierten Liste der Server
hinzuzufiigen, fithren Sie die folgenden Befehle aus:

insserv /etc/init.d/nfsserver

Starten Sie den NFS-Server mit rcnfsserver start. Wenn Sie die Konfigura-
tion des NFS-Servers zu einem spiteren Zeitpunkt &ndern miissen, dndern Sie die
Konfigurationsdatei wie erforderlich und starten die den NFS-Damon neu, indem
Sie recnfsserver restart eingeben.

Die Bekanntgabe des NFS-Servers {iber OpenSLP stellt dessen Adresse allen Clients
im Netzwerk zur Verfiigung.

1

2

3
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Melden Sie sich als root an.

Erstellen Sie die Konfigurationsdatei /etc/slp.reg.d/install.suse.nfs
. reg mit folgenden Zeilen:

# Register the NFS Installation Server
service:install.suse:nfs://$SHOSTNAME/path_to_repository/DVDl,en, 65535
description=NFS Repository

Ersetzen Sie path_to_repository durch den eigentlichen Pfad der Installati-
onsquelle auf dem Server.

Starten Sie den OpenSLP-Daemon mit rcslpd start.



Weitere Informationen zu OpenSLP finden Sie in der Paket-Dokumentation im Ver-
zeichnis /usr/share/doc/packages/openslp/ oder in Kapitel 22, SLP-
Dienste im Netzwerk (S. 409). Weitere Informationen zu NFS finden Sie unter Kapitel 26,
Verteilte Nutzung von Dateisystemen mit NFS (S. 461).

1.2.3 Manuelles Einrichten eines
FTP-Repositorys

Das Erstellen eines FTP-Repositorys ist dem Erstellen eines NFS-Repositorys sehr
dhnlich. Ein FTP-Repository kann ebenfalls mit OpenSLP im Netzwerk bekannt gegeben
werden.

1 Erstellen Sie wie in Abschnitt 1.2.2, ,Manuelles Einrichten eines NFS-Repositorys*
(S. 16) beschrieben ein Verzeichnis fiir die Installationsquellen.

2 Konfigurieren Sie den FTP-Server fiir die Verteilung des Inhalts des Installationsver-
zeichnisses:

2a Melden Sie sich als root an und installieren Sie mithilfe der YaST-Softwa-
reverwaltung das Paket vsftpd.

2b Wechseln Sie in das root-Verzeichnis des FTP-Servers:

cd /srv/ftp

2c Erstellen Sie im root-Verzeichnis des FTP-Servers ein Unterverzeichnis fiir
die Installationsquellen:

mkdir repository
Ersetzen Sie repository durch den Produktnamen.

2d Hingen Sie den Inhalt des Installations-Repository in der change-root-
Umgebung des FTP-Servers ein:
mount --bind path_to_repository /srv/ftp/repository
Ersetzen Sie path_to_repositoryund Repository durch die ent-

sprechenden Werte fiir [hre Konfiguration. Wenn diese Einstellungen dauer-
haft {ibernommen werden sollen, fiigen Sie sie zu /et c/fstab hinzu.

Installation mit entferntem Zugriff
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2e Starten Sie vsftpd mit vsftpd.

3 Geben Sie das Repository iiber OpenSLP bekannt, sofern dies von Ihrer Netzwerk-
konfiguration unterstiitzt wird:

3a Erstellen Sie die Konfigurationsdatei /etc/slp.reg.d/install.suse
.ftp.reg mit folgenden Zeilen:

# Register the FTP Installation Server
service:install.suse:ftp://$SHOSTNAME/repository/DVD1l,en, 65535
description=FTP Repository

Ersetzen Sie repository durch den Namen des Repository-Verzeichnisses
auf Threm Server. Die Zeile Dienst : sollte als eine fortlaufende Zeile ein-
gegeben werden.

3b Starten Sie den OpenSLP-Daemon mit rcslpd start.

TIPP: Konfigurieren eines FTP-Servers mit YaST

Wenn Sie lieber YaST verwenden, anstatt den FTP-Installationsserver manuell
zu konfigurieren, finden Sie unter Kapitel 29, Einrichten eines FTP-Servers mit
YaST (S. 539) weitere Informationen zum Verwenden des YaST-FTP-Servermodauls.

1.2.4 Manuelles Einrichten eines
HTTP-Repositorys

Das Erstellen eines HTTP-Repositorys ist dem Erstellen eines NFS-Repositorys sehr
dhnlich. Ein HTTP-Repository kann ebenfalls mit OpenSLP im Netzwerk bekannt
gegeben werden.

1 Erstellen Sie wie in Abschnitt 1.2.2, ,Manuelles Einrichten eines NFS-Repositorys®
(S. 16) beschrieben ein Verzeichnis fiir die Installationsquellen.

2 Konfigurieren Sie den HTTP-Server fiir die Verteilung des Inhalts des Installations-
verzeichnisses:
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2a Installieren Sie den Webserver Apache wie in Abschnitt 28.1.2, , Installation®
(S. 492) beschrieben.

2b Wechseln Sie in das root-Verzeichnis des HTTP-Servers (/srv/www/
htdocs) und erstellen Sie ein Unterverzeichnis fiir die Installationsquellen:

mkdir repository

Ersetzen Sie repository durch den Produktnamen.

2c Erstellen Sie einen symbolischen Link vom Speicherort der Installationsquel-
len zum root-Verzeichnis des Webservers (/ srv/www/htdocs):

In -s /path_to_repository /srv/www/htdocs/repository

2d Andern Sie die Konfigurationsdatei des HTTP-Servers (/etc/apache2/
default-server.conf)so, dass sie symbolischen Links folgt. Ersetzen
Sie die folgende Zeile:

Options None
mit

Options Indexes FollowSymLinks

2e Laden Sie die HTTP-Server-Konfiguration mit rcapache2 reload neu.

3 Geben Sie das Repository iiber OpenSLP bekannt, sofern dies von Threr Netzwerk-
konfiguration unterstiitzt wird:

3a Erstellen Sie die Konfigurationsdatei /etc/slp.reg.d/install.suse
.http.reg mit folgenden Zeilen:

# Register the HTTP Installation Server
service:install.suse:http://$HOSTNAME/repository/DVD1l/,en, 65535
description=HTTP Repository

Ersetzen Sie repository durch den eigentlichen Pfad des Repositorys auf
dem Server. Die Zeile Dienst : sollte als eine fortlaufende Zeile eingegeben
werden.
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3b Starten Sie den OpenSLP-Daemon mit rcslpd restart.

1.2.5 Verwalten eines SMB-Repositorys

Mithilfe von SMB konnen Sie die Installationsquellen von einem Microsoft Windows-
Server importieren und die Linux-Implementierung starten, ohne dass ein Linux-
Computer vorhanden sein muss.

Gehen Sie wie folgt vor, um eine exportierte Windows-Freigabe mit den openSUSE-
Repositorys einzurichten:

1 Melden Sie sich auf dem Windows-Computer an.

2 Erstellen Sie einen neuen Ordner, der die gesamte Baumstruktur der Installation
aufnehmen soll, und nennen Sie ihn beispielsweise INSTALL.

3 Geben Sie diesen Ordner wie in der Windows-Dokumentation beschrieben im
Netzwerk frei.

4 Wechseln Sie in den freigegebenen Ordner und erstellen Sie einen Unterordner
namens Produkt. Ersetzen Sie Produkt durch den tatsdchlichen Produktnamen.

5 Wechseln Sie in den Ordner INSTALL/produkt und kopieren Sie jede DVD in
einen separaten Ordner, z. B. DVD1 und DVD2.

Um eine SMB-eingehéngte Freigabe als Repository zu verwenden, gehen Sie wie folgt
VOr:

1 Booten Sie das Installationsziel.
2 Waihlen Sie Installation.
3 Driicken Sie F4, um eine Auswahl der Repositorys anzuzeigen.

4 Wihlen Sie "SMB" und geben Sie den Namen oder die IP-Adresse des Windows-

Computers, den Freigabenamen (in diesem Beispiel INSTALL/produkt/DVD1),
den Benutzernamen und das Passwort ein.
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Wenn Sie die Eingabetaste driicken, wird YaST gestartet und Sie kdnnen die
Installation ausfiihren.

1.2.6 Verwenden von ISO-Images der
Installationsmedien auf dem Server

Statt physische Medien manuell in Thr Serververzeichnis zu kopieren, kénnen Sie auch
die ISO-Images der Installationsmedien in IThrem Installationsserver einhdngen und als
Repository verwenden. Gehen Sie wie folgt vor, um einen HTTP-, NFS- oder FTP-
Server einzurichten, der ISO-Images anstelle von Medienkopien verwendet:

1 Laden Sie die ISO-Images herunter und speichern Sie sie auf dem Rechner, den Sie
als Installationsserver verwenden mochten.

2 Melden Sie sich als root an.

3 Wihlen und erstellen Sie einen geeigneten Speicherort fiir die Installationsdaten.
Siehe dazu Abschnitt 1.2.2, ,Manuelles Einrichten eines NFS-Repositorys® (S. 16),
Abschnitt 1.2.3, ,,Manuelles Einrichten eines FTP-Repositorys® (S. 19) oder
Abschnitt 1.2.4, ,Manuelles Einrichten eines HTTP-Repositorys® (S. 20).

4 FErstellen Sie fiir jede DVD ein Unterverzeichnis.

5 Erteilen Sie folgenden Befehl, um jedes ISO-Image an der endgiiltigen Position
einzuhdngen und zu entpacken:

mount —-o loop path_to_iso path_to_repository/product/mediumx

Ersetzen Sie path_to_ i so durch den Pfad zu Ihrer lokalen Kopie des ISO-Images,
path_to_repository durch das Quellverzeichnis Ihres Servers, product

durch den Produktnamen und mediumx durch Typ (CD oder DVD) und Anzahl
der verwendeten Medien.

6 Wiederholen Sie die vorherigen Schritte, um alle erforderlichen ISO-Images fiir Thr
Produkt einzuhingen.

7 Starten Sie den Installationsserver wie gewohnt wie unter Abschnitt 1.2.2, ,,Manuelles
Einrichten eines NFS-Repositorys® (S. 16), Abschnitt 1.2.3, ,Manuelles Einrichten
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eines FTP-Repositorys® (S. 19) oder Abschnitt 1.2.4, ,,Manuelles Einrichten eines
HTTP-Repositorys*“ (S. 20) beschrieben.

Um ISO-Images beim Systemstart automatisch einzuhidngen, fiigen Sie die entsprechen-
den Einhdnge-Eintrdge /etc/fstab hinzu. Ein Eintrag wiirde dann gemafl dem
vorherigen Beispiel wie folgt aussehen:

path_to_iso path _to_repository/product
medium auto loop

1.3 Vorbereitung des Bootvorgangs
fur das Zielsystem

In diesem Abschnitt werden die fiir komplexe Boot-Szenarien erforderlichen Konfigu-
rationsschritte beschrieben. Er enthdlt zudem Konfigurationsbeispiele fiir DHCP, PXE-
Boot, TFTP und Wake-on-LAN.

1.3.1 Einrichten eines DHCP-Servers

Es gibt zwei Moglichkeiten zum Einrichten eines DHCP-Servers. Fiir openSUSE liefert
YaST eine grafische Schnittstelle fiir den Vorgang. Benutzer konnen die Konfigurati-
onsdateien auch manuell bearbeiten. Fiir weitere Informationen iiber DHCP-Server
siehe auch Kapitel 24, DHCP (S. 441).

Einrichten eines DHCP-Servers mit YaST

Fiigen Sie Ihrer DHCP-Serverkonfiguration zwei Deklarationen hinzu, um den Netzwerk-
Clients den Standort des TFTP-Servers mitzuteilen und die Boot-Image-Datei fiir das
Installationsziel anzugeben.
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Melden Sie sich als root auf dem Computer an, der den DHCP-Server hostet.
Starten Sie YaST > Netzwerkdienste > DHCP-Server.

Schlieflen Sie den Installationsassistenten fiir die Einrichtung des grundlegenden
DHCP-Server ab.

Wenn Sie eine Warnmeldung zum Verlassen des Start-Dialogfelds erhalten, wahlen
Sie Einstellungen fiir Experten und Ja.

Im Dialogfeld Konfigurierte Deklarationen wéhlen Sie das Subnetz aus, indem sich
das neue System befinden soll und klicken Sie auf Bearbeiten.

Im Dialogfeld Konfiguration des Subnetzes wahlen Sie Hinzufiigen, um eine neue
Option zur Subnetz-Konfiguration hinzuzufiigen.

Wihlen Sie Dateiname und geben Sie pxelinux. 0 als Wert ein.

Fiigen Sie eine andere Option (next—-server) hinzu und setzen Sie deren Wert
auf die Adresse des TFTP-Servers.

Wihlen Sie OK und Verlassen, um die DHCP-Serverkonfiguration abzuschlieflen.

Wenn Sie DHCP zum Angeben einer statischen IP-Adresse fiir einen bestimmten Host
konfigurieren mochten, fiigen Sie unter Einstellungen fiir Experten im DHCP-Server-
konfigurationsmodul (Schritt 4 (S. 25)) eine neue Deklaration fiir den Hosttyp hinzu.
Fiigen Sie dieser Hostdeklaration die Optionen hardware und fixed-address
hinzu und bieten Sie die entsprechenden Werte an.

Manuelles Einrichten eines DHCP-Servers

Die einzige Aufgabe des DHCP-Servers ist neben der Bereitstellung der automatischen
Adresszuweisung flir die Netzwerk-Clients die Bekanntgabe der IP-Adresse des TFTP-
Servers und der Datei, die von den Installationsroutinen auf dem Zielcomputer abgerufen
werden muss.

1

2

Melden Sie sich als root auf dem Computer an, der den DHCP-Server hostet.

Fligen Sie einer Subnetzkonfiguration in der Konfigurationsdatei des DHCP-Servers,
die sich unter /etc/dhcpd. conf befindet, folgende Zeilen hinzu:

Installation mit entferntem Zugriff
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subnet 192.168.1.0 netmask 255.255.255.0 {
range dynamic-bootp 192.168.1.200 192.168.1.228;
# PXE related stuff
#

# "next-server" defines the tftp server that will be used
next-server ip tftp server:

#

# "filename" specifies the pxelinux image on the tftp server
# the server runs in chroot under /srv/tftpboot

filename "pxelinux.0";

Ersetzen Sie ip_tftp server durch die IP-Adresse des TFTP-Servers. Weitere
Informationen zu den in dhcpd. conf verfiigbaren Optionen finden Sie auf der
man-Seite dhcpd. conf.

3 Starten Sie den DHCP-Server neu, indem Sie rcdhcpd restart ausfiihren.

Wenn Sie SSH fiir die Fernsteuerung einer PXE- und Wake-on-LAN-Installation ver-
wenden mochten, miissen Sie die IP-Adresse, die der DHCP-Server dem Installationsziel
zur Verfiigung stellen soll, explizit angeben. Andern Sie hierzu die oben erwihnte
DHCP-Konfiguration gemal dem folgenden Beispiel:

group {
# PXE related stuff

#
# "next-server" defines the tftp server that will be used

next-server ip tftp server:
#
# "filename" specifies the pxelinux image on the tftp server
# the server runs in chroot under /srv/tftpboot
filename "pxelinux.0";
host test {
hardware ethernet mac_address;
fixed-address some_ip_ address;
}
}

Die Host-Anweisung gibt den Hostnamen des Installationsziels an. Um den Hostnamen
und die IP-Adresse an einen bestimmten Host zu binden, miissen Sie die Hardware-
Adresse (MAC) des Systems kennen und angeben. Ersetzen Sie alle in diesem Beispiel
verwendeten Variablen durch die in Threr Umgebung verwendeten Werte.

Nach dem Neustart weist der DHCP-Server dem angegebenen Host eine statische IP-
Adresse zu, damit Sie iiber SSH eine Verbindung zum System herstellen kénnen.
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1.3.2 Einrichten eines TFTP-Servers

Richten Sie einen TFTP-Server ein, entweder mit YaST oder manuell auf einem belie-
bigen Linux-Betriebssystem, das xinetd und tftp unterstiitzt. Der TFTP-Server {ibergibt
das Boot-Image an das Zielsystem, sobald dieses gebootet ist und eine entsprechende
Anforderung sendet.

Einrichten eines TFTP-Servers mit YaST
1 Melden Sie sich als root an.
2 Installieren Sie das yast2-t ftp-server-Paket.

3 Starten Sie YaST > Netzwerkdienste > TFTP-Server und installieren Sie das erforder-
liche Paket.

4 Klicken Sie auf Aktivieren, um sicherzustellen, dass der Server gestartet und in die
Boot-Routine aufgenommen wird. Ihrerseits sind hierbei keine weiteren Aktionen
erforderlich. tftpd wird zur Boot-Zeit von xinetd gestartet.

5 Klicken Sie auf Firewall-Port dffnen, um den entsprechenden Port in der Firewall
zu 6ftnen, die auf dem Computer aktiv ist. Diese Option ist nur verfiigbar, wenn auf
dem Server eine Firewall installiert ist.

6 Klicken Sie auf Durchsuchen, um nach dem Verzeichnis mit dem Boot-Image zu

suchen. Das Standardverzeichnis /t f tpboot wird erstellt und automatisch ausge-
wahlt.

7 Klicken Sie auf Verlassen, um die Einstellungen zu iibernehmen und den Server zu
starten.

Manuelles Einrichten eines TFTP-Servers

1 Melden Sie sich als root an und installieren Sie die Pakete t ftp und xinetd.

2 Erstellen Sie die Verzeichnisse /srv/tftpboot und /srv/tftpboot/
pxelinux.cfg, sofern sie noch nicht vorhanden sind.

Installation mit entferntem Zugriff
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3 Fiigen Sie wie in Abschnitt 1.3.3, ,,Verwenden von PXE Boot“ (S. 28) beschrieben
die fiir das Boot-Image erforderlichen Dateien hinzu.

4 Andern Sie die Konfiguration von xinetd, die sich unter /etc/xinetd.d/
befindet, um sicherzustellen, dass der TETP-Server beim Booten gestartet wird:

4a Erstellen Sie, sofern noch nicht vorhanden, in diesem Verzeichnis eine Datei
namens t ftp, indem Sie touch tftp eingeben. Fiihren Sie anschlieBend
folgenden Befehl aus: chmod 755 tftp.

4b Offnen Sie die Datei t ftp und fiigen Sie die folgenden Zeilen hinzu:

service tftp

{

socket_type = dgram
protocol = udp
wait = yes
user = root

server /usr/sbin/in.tftpd
-s /srv/tftpboot

no

server_args
disable

4c Speichern Sie die Datei und starten Sie xinetd mit rcxinetd restart
neu.

1.3.3 Verwenden von PXE Boot

Einige technische Hintergrundinformationen sowie die vollstdndigen PXE-Spezifika-
tionen finden Sie in der PXE-(Preboot Execution Environment-)Spezifikation (http: //
www.plx.net/software/pxeboot/archive/pxespec.pdf).

1 Wechseln Sie in das Verzeichnis boot /<architecture>/loader des Instal-
lations-Repositorys und kopieren Sie die Dateien 1inux, initrd, message,
biostest und memtest in das Verzeichnis /srv/tftpboot, indem Sie fol-
gendes Kommando eingeben:

cp -a linux initrd message biostest memtest /srv/tftpboot

2 Installieren Sie das Paket sys1inux mit Hilfe von YaST direkt von den Installati-
ons-DVDs.
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Kopieren Sie die Datei /usr/share/syslinux/pxelinux. 0 indas Verzeich-
nis /srv/tftpboot, indem Sie folgenden Befehl eingeben:

cp —a /usr/share/syslinux/pxelinux.0 /srv/tftpboot

Wechseln Sie in das Verzeichnis des Installations-Repositorys und kopieren Sie die
Datei isolinux.cfgindas Verzeichnis /srv/tftpboot/pxelinux.cfg/
default, indem Sie folgenden Befehl eingeben:

cp —-a boot/<architecture>/loader/isolinux.cfg
/srv/tftpboot/pxelinux.cfg/default

Bearbeiten Sie die Datei /srv/tftpboot/pxelinux.cfg/default und
entfernen Sie die Zeilen, die mit gfxboot, readinfound framebuffer
beginnen.

Fiigen Sie die folgenden Eintrége in die append-Zeilen der standardméfigen Ken-
nungen failsafe und apic ein:

insmod=kernel module
Durch diesen Eintrag geben Sie das Netzwerk-Kernelmodul an, das zur Unter-
stiitzung der Netzwerkinstallation auf dem PXE-Client erforderlich ist. Ersetzen
Sie kernel module durch den entsprechenden Modulnamen Ihres Netzwerk-
gerats.

netdevice=interface
Dieser Eintrag definiert die Schnittstelle des Client-Netzwerks, die fiir die
Netzwerkinstallation verwendet werden muss. Dieser Eintrag ist jedoch nur
erforderlich und muss entsprechend angepasst werden, wenn der Client mit
mehreren Netzwerkkarten ausgestattet ist. Falls nur eine Netzwerkkarte verwendet
wird, kann dieser Eintrag ausgelassen werden.

install=nfs://ip_instserver/pfad zum repository/DVD1
Dieser Eintrag gibt den NFS-Server und das Repository fiir die Client-Installation
an. Ersetzen Sie ip_instserver durch die tatsichliche IP-Adresse Ihres
Installationsservers. path_to_repository muss durch den tatsdchlichen
Pfad des Repositorys ersetzt werden. HTTP-, FTP- oder SMB-Repositorys
werden auf dhnliche Weise adressiert. Eine Ausnahme ist das Protokollprifix,

das wie folgt lauten sollte: http, ftp oder smb.
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29



30

Referenz

WICHTIG

Wenn den Installationsroutinen weitere Boot-Optionen, z. B. SSH- oder
VNC-Boot-Parameter, ibergeben werden sollen, hangen Sie sie an den
Eintrag install an. Einen Uberblick iiber die Parameter sowie einige
Beispiele finden Sie in Abschnitt 1.4, ,Booten des Zielsystems fir die
Installation® (S. 35).

TIPP: Andern von Kernel- und Initrd-Dateinamen

Es ist moglich, unterschiedliche Dateinamen fiir Kernel- und initrd-Images
zu verwenden. Dies ist niitzlich, wenn Sie am selben Bootserver unterschied-
liche Betriebssysteme bereitstellen mdchten. Sie sollten sich jedoch dessen
bewusst sein, dass in den Dateinamen, die von tftp fiir den pxe-Boot ange-
geben werden, nur ein Punkt erlaubt ist.

Im Folgenden finden Sie die Beispieldatei
/srv/tftpboot/pxelinux.cfg/default. Passen Sie das Protokollprifix
fiir das Repository gemdll der Netzwerkkonfiguration an und geben Sie die bevor-
zugte Methode an, mit der die Verbindung zum Installationsprogramm hergestellt
werden soll, indem Sie die Optionen vnc und vncpassword oder usessh und
sshpassword zum Eintrag install hinzufiigen. Die durch \ getrennten Zeilen

miissen als fortlaufenden Zeile ohne Zeilenumbruch und ohne den \ eingegeben
werden.

default harddisk

# default
label linux
kernel linux
append initrd=initrd ramdisk_size=65536 \
install=nfs://ip_instserver/path_to_repository/product/DVD1l

# repair
label repair
kernel linux
append initrd=initrd splash=silent repair=1 showopts

# rescue
label rescue
kernel linux
append initrd=initrd ramdisk_size=65536 rescue=1

# bios test



label firmware

kernel linux

append initrd=biostest,initrd splash=silent install=exec:/bin/run_biostest
showopts

# memory test
label memtest
kernel memtest

# hard disk
label harddisk
localboot 0

implicit 0
display message
prompt 1
timeout 100

Ersetzen Sie ip_repositoryund Pfad_instquelle durch die in Ihrer
Konfiguration verwendeten Werte.

Der folgende Abschnitt dient als Kurzreferenz fiir die in dieser Konfiguration ver-
wendeten PXELINUX-Optionen. Weitere Informationen zu den verfiigbaren
Optionen finden Sie in der Dokumentation des Pakets sys1inux, die sich im
Verzeichnis /usr/share/doc/packages/syslinux/ befindet.

1.3.4 PXELINUX-Konfigurationsoptionen

Die hier aufgefiihrten Optionen sind eine Teilmenge der fiir die PXELINUX-Konfigu-
rationsdatei verfiigbaren Optionen.

DEFAULT Kernel Optionen...
Legt die standardmdfige Kernel-Kommandozeile fest. Wenn PXELINUX automa-
tisch gebootet wird, agiert es, als wiren die Eintrdge nach DEFAULT in der Boo-
teingabeaufforderung eingegeben worden, auf3er, dass die Option fiir das automati-
sche Booten (boot) automatisch hinzugefiigt wird.

Wenn keine Konfigurationsdatei vorhanden oder der DEFAULT-Eintrag in der
Konfigurationsdatei nicht vorhanden ist, ist die Vorgabe der Kernel-Name "linux"
ohne Optionen.
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APPEND Optionen...

Fiigt der Kernel-Kommandozeile eine oder mehrere Optionen hinzu. Diese werden
sowohl bei automatischen als auch bei manuellen Bootvorgdngen hinzugefiigt. Die
Optionen werden an den Beginn der Kernel-Kommandozeile gesetzt und ermdgli-
chen, dass explizit eingegebene Kernel-Optionen sie iiberschreiben kdnnen.

LABEL Kennung KERNEL Image APPEND Optionen...

Gibt an, dass, wenn Kennung als zu bootender Kernel eingegeben wird, PXELI-
NUX stattdessen Tmage booten soll und die angegebenen APPEND-Optionen an
Stelle der im globalen Abschnitt der Datei (vor dem ersten LABEL-Befehl) ange-
gebenen Optionen verwendet werden sollen. Die Vorgabe fiir Tmage ist dieselbe
wie fiir Kennung und wenn keine APPEND-Optionen angegeben sind, wird stan-
dardmifig der globale Eintrag verwendet (sofern vorhanden). Es sind bis zu 128

LABEL-Eintrage zuldssig.

Beachten Sie, dass GRUB die folgende Syntax verwendet:

title mytitle
kernel my_kernel my_kernel_ options
initrd myinitrd

PXELINUX verwendet die folgende Syntax:

label mylabel
kernel mykernel
append myoptions

Kennungen werden wie Dateinamen umgesetzt und miissen nach der Umsetzung
(sogenanntes Mangling) eindeutig sein. Die beiden Kennungen "v2.6.30" und
"v2.6.31" wiren beispielsweise unter PXELINUX nicht unterscheidbar, da beide
auf denselben DOS-Dateinamen umgesetzt wiirden.

Der Kernel muss kein Linux-Kernel, sondern kann ein Bootsektor oder eine
COMBOOT-Datei sein.

APPEND -
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LOCALBOOT Typ
Wenn Sie unter PXELINUX LOCALBOOT 0 an Stelle einer KERNEL-Option
angeben, bedeutet dies, dass diese bestimmte Kennung aufgerufen und die lokale
Festplatte an Stelle eines Kernels gebootet wird.

Argument Beschreibung
0 Fiihrt einen normalen Bootvorgang aus
4 Fiihrt einen lokalen Bootvorgang mit dem noch im

Arbeitsspeicher vorhandenen UNDI-Treiber (Universal Net-
work Driver Interface) aus

5 Fiihrt einen lokalen Bootvorgang mit dem gesamten PXE-Stack,
einschlieBlich des UNDI-Treibers aus, der sich im
Arbeitsspeicher befindet

Alle anderen Werte sind nicht definiert. Wenn Sie die Werte fiir die UNDI- oder
PXE-Stacks nicht wissen, geben Sie 0 an.

TIMEOUT Zeitlimit
Gibt in Einheiten von 1/10 Sekunde an, wie lange die Booteingabeaufforderung
angezeigt werden soll, bevor der Bootvorgang automatisch gestartet wird. Das
Zeitlimit wird aufgehoben, sobald der Benutzer eine Eingabe {iber die Tastatur
vornimmt, da angenommen wird, dass der Benutzer die Befehlseingabe abschlief3t.
Mit einem Zeitlimit von Null wird das Zeitiiberschreitungsoption deaktiviert (dies
ist die Vorgabe). Der groStmogliche Wert fiir das Zeitlimit ist 35996 (etwas weniger
als eine Stunde).

PROMPT flag val
Wenn f1lag_val 0 ist, wird die Booteingabeaufforderung nur angezeigt, wenn
die Taste Umschalttaste oder Alt gedriickt wird oder die Feststelltaste oder die
Taste Rollen gesetzt ist (dies ist die Vorgabe). Wenn f1ag_val 1 ist, wird die
Booteingabeaufforderung immer angezeigt.
F2 filename
F1 filename
..etc...

F9 filename
F10 filename
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Zeigt die angegebene Datei auf dem Bildschirm an, wenn an der Booteingabeauf-
forderung eine Funktionstaste gedriickt wird. Mithilfe dieser Option kann auch die
Preboot-Online-Hilfe implementiert werden (fiir die Kernel-Kommandozeilenop-
tionen). Aus Griinden der Kompabilitdt mit fritheren Versionen kann F10 auch als
FO verwendet werden. Beachten Sie, dass derzeit keine Moglichkeit besteht,
Dateinamen an F11 und F12 zu binden.

1.3.5 Vorbereiten des Zielsystems fiir
PXE-Boot

Bereiten Sie das System-BIOS fiir PXE-Boot vor, indem Sie die PXE-Option in die
BIOS-Boot-Reihenfolge aufnehmen.

WARNUNG: BIOS-Bootreihenfolge

Die PXE-Option darf im BIOS nicht vor der Boot-Option fiir die Festplatte stehen.
Andernfalls wiirde dieses System versuchen, sich selbst bei jedem Booten neu
zu installieren.

1.3.6 Vorbereiten des Zielsystems fiir
Wake-on-LAN

Wake-on-LAN (WOL) erfordert, dass die entsprechende BIOS-Option vor der Installa-
tion aktiviert wird. Auflerdem miissen Sie sich die MAC-Adresse des Zielsystems
notieren. Diese Daten sind fiir das Initiieren von Wake-on-LAN erforderlich.

1.3.7 Wake-on-LAN

Mit Wake-on-LAN kann ein Computer iiber ein spezielles Netzwerkpaket, das die
MAC-Adresse des Computers enthilt, gestartet werden. Da jeder Computer einen ein-
deutigen MAC-Bezeichner hat, ist es nicht méglich, dass versehentlich ein falscher
Computer gestartet wird.
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WICHTIG: Wake-on-LAN iiber verschiedene Netzwerksegmente

Wenn sich der Steuercomputer nicht im selben Netzwerksegment wie das zu
startende Installationsziel befindet, konfigurieren Sie die WOL-Anforderungen
entweder so, dass sie als Multicasts verteilt werden, oder steuern Sie einen
Computer in diesem Netzwerksegment per entferntem Zugriff so, dass er als
Absender dieser Anforderungen agiert.

1.4 Booten des Zielsystems fiir die
Installation

Abgesehen von der in Abschnitt 1.3.7, ,,Wake-on-LAN* (S. 34) und Abschnitt 1.3.3,
,»Verwenden von PXE Boot® (S. 28) beschriebenen Vorgehensweise gibt es im
Wesentlichen zwei unterschiedliche Moglichkeiten, den Bootvorgang fiir die Installation
anzupassen. Sie kdnnen entweder die standardméfigen Boot-Optionen und Funktions-
tasten oder die Eingabeaufforderung fiir die Boot-Optionen im Bootbildschirm fiir die
Installation verwenden, um die Boot-Optionen anzugeben, die der Installations-Kernel
fiir die entsprechende Hardware bendétigt.

1.4.1 StandardmaRige Boot-Optionen

Die Boot-Optionen werden unter Kapitel 1, Installation mit YaST (1Start) genauer
erldutert. In der Regel wird durch die Auswahl von Installation der Bootvorgang fiir
die Installation gestartet.

Verwenden Sie bei Problemen Installation — ACPI deaktiviert oder Installation —
Sichere Einstellungen. Weitere Informationen zu Fehlerbehebung beim Installations-
vorgang finden Sie in Abschnitt ,,Probleme bei der Installation* (Kapitel 9, Héufige
Probleme und deren Losung, 1Start).

Die Meniileiste unten im Bildschirm enthilt einige erweiterte Funktionen, die bei einigen
Setups erforderlich sind. Mithilfe der F-Tasten kénnen Sie zusitzliche Optionen angeben,
die an die Installationsroutinen weitergegeben werden, ohne dass Sie die detaillierte
Syntax dieser Parameter kennen miissen (siehe Abschnitt 1.4.2, ,, Benutzerdefinierte
Boot-Optionen“ (S. 36)). Eine detaillierte Beschreibung der verfligbaren Funktionstasten
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erhalten Sie unter Abschnitt ,,Der Boot-Bildschirm* (Kapitel 1, Installation mit YaST,
tStart).

1.4.2 Benutzerdefinierte Boot-Optionen

Mithilfe geeigneter Boot-Optionen konnen Sie den Installationsvorgang vereinfachen.
Viele Parameter konnen mit den linuxrc-Routinen auch zu einem spdteren Zeitpunkt
konfiguriert werden, das Verwenden der Boot-Optionen ist jedoch viel einfacher. In
einigen automatisierten Setups kénnen die Boot-Optionen iiber die Datei initrd oder
eine info-Datei bereit gestellt werden.

In der folgenden Tabelle sind alle in diesem Kapitel erwdhnten Installationsszenarien
mit den erforderlichen Parametern fiir das Booten sowie die entsprechenden Boot-
Optionen aufgefiihrt. Um eine Boot-Zeichenkette zu erhalten, die an die Installations-
routinen iibergeben wird, hdngen Sie einfach alle Optionen in der Reihenfolge an, in
der sie in dieser Tabelle angezeigt werden. Beispiel (alle in einer Zeile):

install=xxx netdevice=xxx hostip=xxx netmask=xxx VNC=XXX VNCpassword=xxx

Ersetzen Sie alle xxx-Werte in dieser Zeichenkette durch die fiir Ihre Konfiguration
geeigneten Werte.

Tabelle 1.1 In diesem Kapitel verwendete Installationsszenarien (Boot-Szenarien)

Installations- Fiir den Bootvorgang Boot-Optionen

szenario erforderliche Parame-
ter
Kapitel 1, Keine: Das System Nicht erforderlich
Installation mit  bootet automatisch.
YaST (1 Start)
Abschnitt1.1.1, + Adresse des Installati- * install=(nfs,http, ?ftp, snb) ://Pfad
»Einfache onsservers _zu_Instmedium
Installationmit « Netzwerkgerdt * netdevice=some netdevice
entfe.rnt?m * IP-Adresse (nur erforderlich, wenn mehrere Netz-
Zugriff iber * Netzmaske werkgerite verfiigbar sind)
VNC - Stati-  + Gateway * hostip=some ip
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Installations-

Fiir den Bootvorgang

Boot-Optionen

szenario erforderliche Parame-

ter
sche Netzwerk- « VNC-Aktivierung * netmask=some netmask
konfiguration® <« VNC-Passwort * gateway=ip gateway
(S.4) * vnc=l1

Abschnitt 1.1.2,
,,Einfache
Installation mit
entferntem
Zugriff iiber
VNC - Dyna-
mische Netz-
werkkonfigura-
tion“ (S. 6)

Abschnitt 1.1.3,
,JInstallation
auf entfernten
Systemen {iber
VNC - PXE-
Boot und
Wake-on-
LAN“(S.7)

Abschnitt 1.1.4,
,,Einfache
Installation mit
entferntem
Zugriff iiber
SSH — Stati-
sche Netzwerk-
konfiguration®
(S.9)

* Adresse des Installati-
onsservers

* VNC-Aktivierung

* VNC-Passwort

* Adresse des Installati-
onsservers

» Adresse des TEFTP-
Servers

+ VNC-Aktivierung

* VNC-Passwort

* Adresse des Installati-
onsservers

+ Netzwerkgerit

« IP-Adresse

» Netzmaske

+ Gateway

+ SSH-Aktivierung

+ SSH-Passwort

* vncpassword=some_password

* install=(nfs, http, ?ftp, smb) : //Prfad
_zu_Instmedium

* vnc=1

* vncpassword=some_password

Nicht zutreffend; Prozess wird {iber PXE
und DHCP verwaltet

* install=(nfs, http, ?ftp, smb) : //Pfad
_zu_Instmedium

* netdevice=some_netdevice
(nur erforderlich, wenn mehrere Netz-
werkgeridte verfiigbar sind)

* hostip=some_ip

* netmask=some _netmask

* gateway=ip gateway

* usessh=1
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Installations-  Fiir den Bootvorgang Boot-Optionen
szenario erforderliche Parame-
ter

* sshpassword=some_password

Abschnitt1.1.5, + Adresse des Installati- * install=(nfs,http, ?ftp, snb) ://Pfad
»Einfache onsservers zu Instmedium

Installation mit + SSH-Aktivierung . s
entferntem + SSH-Passwort .
Zugriff iiber

SSH — Dynami-

sche Netzwerk-

konfiguration®

(S.10)

usessh=1
sshpassword=some_password

Abschnitt 1.1.6, <+ Adressedes Installati- Nicht zutreffend; Prozess wird iiber PXE
,JInstallation onsservers und DHCP verwaltet

auf entfernten + Adresse des TFTP-

Systemen {iber Servers

SSH - PXE- » SSH-Aktivierung
Boot und » SSH-Passwort
Wake-on-

LAN*“(S.12)

TIPP: Weitere Informationen zu den linuxrc-Boot-Optionen

Weitere Informationen zu den linuxrc-Boot-Optionen fiir das Booten eines
Linux-Systems finden Sie in http://en.opensuse.org/Linuxrc.

1.5 Uberwachen des
Installationsvorgangs

Es gibt mehrere Moglichkeiten der entfernten Uberwachung des Installationsvorgangs.
Wenn beim Booten fiir die Installation die richtigen Boot-Optionen angegeben wurden,
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kann die Installation und Systemkonfiguration mit VNC oder SSH von einer entfernten
Arbeitsstation aus {iberwacht werden.

1.5.1 VNC-Installation

Mithilfe einer beliebigen VNC-Viewer-Software kdnnen Sie die Installation von
openSUSE von praktisch jedem Betriebssystem aus entfernt iiberwachen. In diesem
Abschnitt wird das Setup mithilfe einer VNC-Viewer-Anwendung oder eines Webbrow-
sers beschrieben.

Vorbereiten der VNC-Installation

Um das Installationsziel fiir eine VNC-Installation vorzubereiten, miissen Sie lediglich
die entsprechenden Boot-Optionen beim anfianglichen Bootvorgang fiir die Installation
angeben (siehe Abschnitt 1.4.2, ,,Benutzerdefinierte Boot-Optionen* (S. 36)). Das
Zielsystem bootet in eine textbasierte Umgebung und wartet darauf, dass ein VNC-
Client eine Verbindung zum Installationsprogramm herstellt.

Das Installationsprogramm gibt die [P-Adresse bekannt und zeigt die fiir die Verbindung
zum Installationsprogramm erforderliche Nummer an. Wenn Sie physischen Zugriff
auf das Zielsystem haben, werden diese Informationen sofort nach dem Booten des
Systems fiir die Installation zur Verfligung gestellt. Geben Sie diese Daten ein, wenn
Sie von der VNC-Client-Software dazu aufgefordert werden, und geben Sie Thr Passwort
ein.

Da sich das Installationsziel iiber OpenSLP selbst bekannt gibt, konnen Sie die
Adressinformationen des Installationsziels iiber einen SLP-Browser abrufen, ohne dass
Sie physischen Zugriff auf die Installation selbst haben miissen, vorausgesetzt, OpenSLP
wird von der Netzwerkkonfiguration und von allen Computern unterstiitzt:

1 Starten Sie KDE und den Webbrowser Konqueror.

2 Geben Sie service://yast.installation.suse in die Adressleiste ein.
Darauthin wird das Zielsystem als Symbol im Konqueror-Fenster angezeigt. Durch
Klicken auf dieses Symbol wird der KDE-VNC-Viewer getffnet, in dem Sie die
Installation ausfithren kénnen. Alternativ konnen Sie die VNC-Viewer-Software
auch mit der zur Verfiigung gestellten IP-Adresse ausfithren und am Ende der IP-
Adresse fiir die Anzeige, in der die Installation ausgefiihrt wird, : 1 hinzufiigen.
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Herstellen der Verbindung mit dem
Installationsprogramm

Im Wesentlichen gibt es zwei Moglichkeiten, eine Verbindung zu einem VNC-Server
(in diesem Beispiel dem Installationsziel) herzustellen. Sie kdnnen entweder eine
unabhingige VNC-Viewer-Anwendung unter einem beliebigen Betriebssystem starten
oder die Verbindung iiber einen Java-fahigen Webbrowser herstellen.

Mit VNC konnen Sie die Installation eines Linux-Systems von jedem Betriebssystem,
einschlieBlich anderer Linux-, Windows- oder Mac OS-Betriebssysteme, aus steuern.

Stellen Sie auf einem Linux-Computer sicher, dass das Paket t i ghtvnc installiert
ist. Installieren Sie auf einem Windows-Computer den Windows-Port dieser Anwendung,
der tiber die Homepage von Tight VNC (http: //www.tightvnc.com/download
.html) erhdltlich ist.

Gehen Sie wie folgt vor, um eine Verbindung zu dem auf dem Zielcomputer ausgefiihrten
Installationsprogramm herzustellen:

1 Starten Sie den VNC-Viewer.

2 Geben Sie die I[P-Adresse und die Anzeigenummer des Installationsziels wie vom
SLP-Browser oder dem Installationsprogramm selbst zur Verfiigung gestellt ein:

ip_address:display_number

Auf dem Desktop wird ein Fenster gedffnet, in dem die YaST-Bildschirme wie bei
einer normalen lokalen Installation angezeigt werden.

Wenn Sie die Verbindung zum Installationsprogramm mithilfe eines Webbrowsers
herstellen, sind Sie von der VNC-Software bzw. dem zu Grunde liegenden Betriebssys-
tem vollkommen unabhéngig. Sie konnen die Installation des Linux-Systems in einem
beliebigen Browser (Firefox, Internet Explorer, Konqueror, Opera usw.) ausfiihren,
solange dieser Java unterstiitzt.

Gehen Sie wie folgt vor, um eine VNC-Installation auszufiihren:

1 Starten Sie Ihren bevorzugten Webbrowser.

2 Geben Sie in der Adressleiste Folgendes ein:
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http://ip_address_of target:5801

3 Geben Sie IThr VNC-Passwort ein, wenn Sie dazu aufgefordert werden. Die YaST-
Bildschirme werden im Browserfenster wie bei einer normalen lokalen Installation
angezeigt.

1.5.2 SSH-Installation

Mithilfe von SSH koénnen Sie die Installation des Linux-Computers unter Verwendung
einer beliebigen SSH-Client-Software von einem entfernten Standort aus iiberwachen.

Vorbereiten der SSH-Installation

Zusétzlich zum Installieren der entsprechenden Softwarepakete (OpenSSH fiir Linux
und PuTTY fiir Windows) miissen Sie nur die entsprechenden Boot-Optionen iibergeben,
um SSH fiir die Installation zu aktivieren. Weitere Informationen finden Sie in
Abschnitt 1.4.2, ,,Benutzerdefinierte Boot-Optionen (S. 36). OpenSSH wird auf allen
SUSE Linux—basierten Betriebssystemen standardméfig installiert.

Herstellen der Verbindung mit dem
Installationsprogramm

1 Rufen Sie die IP-Adresse des Installationsziels ab. Wenn Sie physischen Zugriff auf
den Zielcomputer haben, verwenden Sie einfach die [P-Adresse, die von der Instal-
lationsroutine nach dem anfanglichen Bootvorgang auf der Konsole angezeigt wird.
Verwenden Sie andernfalls die IP-Adresse, die diesem Host in der DHCP-Serverkon-
figuration zugewiesen wurde.

2 Geben Sie an der Kommandozeile den folgenden Befehl ein:

ssh -X root@ip_address_of target
Ersetzen Sie ip_address_of_target durch die IP-Adresse des Installationsziels.

3 Wenn Sie zur Eingabe eines Benutzernamens aufgefordert werden, geben Sie root
ein.
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Wenn Sie zur Eingabe eines Passworts aufgefordert werden, geben Sie das Passwort
ein, das mit der SSH-Boot-Option festgelegt wurde. Wenn Sie sich erfolgreich
authentifiziert haben, wird eine Kommandozeilenaufforderung fiir das Installationsziel
angezeigt.

Geben Sie yast ein, um das Installationsprogramm zu starten. Im aufgerufenen
Fenster werden die gingigen YaST-Bildschirme wie in Kapitel 1, Installation mit
YaST (1 Start) beschrieben angezeigt.



Fortgeschrittene
Festplattenkonfiguration

Komplexe Systemkonfigurationen erfordern besondere Festplatteneinrichtungen. Alle
Partionierungsaufgaben konnen mit YaST erledigt werden. Um Gerédtenamen mit
Blockgeridten zu erhalten, verwenden Sie die Blockgerite /dev/disk/by-id oder
/dev/disk/by-uuid. Das Logical Volume Management (LVM) ist ein Schema
fiir die Festplattenpartitionierung, das viel flexibler als die physische Partitionierung
in Standardkonfigurationen ist. Mit der Snapshop-Funktion kénnen Sie Datensicherungen
einfach erstellen. Ein RAID (Redundant Array of Independent Disks) bietet verbesserte
Datenintegritdt, Leistung und Fehlertoleranz. openSUSE unterstiitzt auerdem Multipath-
Ein-/Ausgabe (siehe Kapitel {iber Multipath-Ein-/Ausgabe in Storage Administration
Guide). AuBerdem besteht die Moglichkeit, iSCSI als vernetzte Festplatte zu verwenden.

2.1 Verwenden der
YaST-Partitionierung

Die in Abbildung 2.1, ,,Die YaST-Partitionierung*“ (S. 44) gezeigte Expertenpartitio-
nierung ermdglicht die manuelle Anderung der Partitionierung einer oder mehrerer
Festplatten. Partitionen kdnnen hinzugefiigt, geloscht, in ihrer Grofie gedndert und
bearbeitet werden. AuBerdem kdnnen Sie {iber dieses YaST-Modul auf die Soft RAID-
und LVM-Konfiguration zugreifen.

Fortgeschrittene Festplattenkonfiguration
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WARNUNG: Neupartitionierung des laufenden Systems

Auch wenn es moglich ist, ein laufendes System neu zu partitionieren, ist das
Risiko eines Fehlers mit daraus folgendem Datenverlust sehr hoch. Versuchen
Sie daher eine Neupartitionierung des installierten Systems maoglichst zu ver-
meiden. Sollte es sich wirklich nicht umgehen lassen, flihren Sie zuvor unbedingt
eine vollstandige Datensicherung durch.

Abbildung 2.1 Die YaST-Partitionierung
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Alle bestehenden oder vorgeschlagenen Partitionen auf allen angeschlossenen Festplatten
werden in der Liste Verfiigharer Speicher im YaST-Dialogfeld Festplatte vorbereiten:
Expertenmodus angezeigt. Ganze Festplatten werden als Gerdte ohne Nummern aufge-
fiihrt, beispielsweise als /dev/sda. Partitionen werden als Teile dieser Gerdte aufge-
listet, beispielsweise als /dev/sdal. GroBle, Typ, Verschliisselungsstatus, Dateisystem
und Einhdngepunkt der Festplatten und ihrer Partitionen werden ebenfalls angezeigt.

Der Einhdngepunkt gibt an, wo sich die Partition im Linux-Dateisystembaum befindet.

Mehrere funktionale Ansichten sind in der Systemansicht im linken Fensterbereich
verfligbar. Verwenden Sie diese Ansichten, um Informationen iiber bestehende Spei-
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cherkonfigurationen zu sammeln oder Funktionen wie RAID, Volume-Management,
Kryptodateien oder NF'S zu konfigurieren.

Wenn Sie das Experten-Dialogfeld wihrend der Installation ausfiihren, wird auch
samtlicher freier Speicherplatz aufgefiihrt und automatisch ausgewéhlt. Um weiteren
Speicherplatz fiir openSUSE® zur Verfiigung zu stellen, miissen Sie den bendtigten
Speicherplatz von unten nach oben in der Liste freigeben (Sie beginnen mit der letzten
Partition der Festplatte und enden mit der ersten). Wenn Sie beispielsweise iiber drei
Partitionen verfiigen, kdnnen Sie nicht die zweite ausschlieBlich fiir openSUSE und
die dritte und erste fiir andere Betriebssysteme verwenden.

2.1.1 Partitionstypen

Jede Festplatte verfiigt {iber eine Partitionierungstabelle mit Platz fiir vier Eintrige.
Jeder Eintrag in der Partitionstabelle steht fiir eine primidre oder fiir eine erweiterte
Partition. Es ist jedoch nur ein Eintrag fiir eine erweiterte Partition zuldssig.

Eine primére Partition besteht aus einem kontinuierlichen Bereich von Zylindern
(physikalischen Festplattenbereichen), die einem bestimmten Betriebssystem zugewiesen
sind. Mit primiren Partitionen wiren Sie auf vier Partitionen pro Festplatte beschrankt,
da die Partitionstabelle nicht mehr Platz bietet. Aus diesem Grund werden erweiterte
Partitionen verwendet. Erweiterte Partitionen sind ebenfalls kontinuierliche Bereiche
von Festplattenzylindern, konnen jedoch in mehrere logische Partitionen unterteilt
werden. Fiir logische Partitionen sind keine FEintrage in der Partitionstabelle erforderlich.
Eine erweiterte Partition kann auch als Container fiir logische Partitionen bezeichnet
werden.

Wenn Sie mehr als vier Partitionen benétigen, erstellen Sie als vierte Partition (oder
frither) eine erweiterte Partition. Diese erweiterte Partition sollte den gesamten verblei-
benden freien Zylinderbereich umfassen. Erstellen Sie dann mehrere logische Partitionen
innerhalb der erweiterten Partition. Die maximale Anzahl der logischen Partitionen
betrdgt 15 auf SCSI-, SATA- und Firewire-Festplatten und 63 auf (E)IDE-Festplatten.
Dabei spielt es keine Rolle, welche Arten von Partitionen fiir Linux verwendet werden.
Sowohl primére als auch logische Partitionen funktionieren normal.

Fortgeschrittene Festplattenkonfiguration
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2.1.2 Erstellen von Partitionen

Zum Erstellen einer ganz neuen Partition wahlen Sie Festplatten und dann eine Fest-
platte mit freiem Speicherplatz aus. Die tatsdchliche Modifikation kann im Karteireiter
Partitionen erfolgen:

1

Wihlen Sie Hinzufiigen. Wenn mehrere Festplatten angeschlossen sind, wird ein
Auswahldialogfeld angezeigt, in dem Sie eine Festplatte fiir die neue Partition aus-
wihlen konnen.

Geben Sie den Partitionstyp (primir oder erweitert) an. Sie konnen bis zu vier primédre
Partitionen oder bis zu drei primére Partitionen und eine erweiterte Partition erstellen.
Innerhalb der erweiterten Partition konnen Sie mehrere logische Partitionen erstellen
(siehe Abschnitt 2.1.1, ,,Partitionstypen® (S. 45)).

Wihlen Sie das zu verwendende Dateisystem und einen Einhdngepunkt aus. YaST
schldgt fiir jede erstellte Partition einen Einhdngepunkt vor. Fiir eine andere Einhdn-
gemethode, z. B. Einhdngen nach Label, wihlen Sie Fstab-Optionen.

Geben Sie, falls erforderlich, zusétzliche Dateisystemoptionen an. Dies ist zum
Beispiel fiir persistente Dateinamen erforderlich. Weitere Informationen zu den
verfiigbaren Optionen finden Sie in Abschnitt 2.1.3, ,,Bearbeiten einer Partition®
(S. 46).

Klicken Sie auf Fertig stellen, um die Partitionierungseinrichtung zu iibernehmen
und das Partitionierungsmodul zu verlassen.

Wenn Sie die Partition bei der Installation angelegt haben, wird wieder das Fenster
mit der Installationsiibersicht angezeigt.

2.1.3 Bearbeiten einer Partition

Wenn Sie eine neue Partition erstellen oder eine bestehende Partition bearbeiten, konnen
verschiedene Parameter festgelegt werden. Bei neuen Partitionen reichen die von YaST
festgelegten Standardparameter normalerweise aus und miissen nicht geandert werden.
Gehen Sie wie folgt vor, um Ihre Partitionseinstellungen manuell zu bearbeiten:

1
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2 Klicken Sie auf Bearbeiten, um die Partition zu bearbeiten und die Parameter festzu-
legen:

Dateisystem-1D
Auch wenn Sie die Partitionen zu diesem Zeitpunkt nicht formatieren mochten,
weisen Sie eine Dateisystem-ID zu, um sicherzustellen, dass sie richtig registriert
wird. Mégliche Werte sind Linux, Linux Swap, Linux LVM und Linux RAID.

Dateisystem
Klicken Sie zum Andern des Partitionsdateisystems auf Partition formatieren
und wéhlen Sie den Dateisystemtyp in der Liste Dateisystem aus.

WARNUNG: Andern des Dateisystems

Wenn Sie das Dateisystem dandern und Partitionen neu formatieren,
werden alle Daten der Partition unwiederbringlich geldscht.

Weitere Informationen zu den verschiedenen Dateisystemen finden Sie unter
Storage Administration Guide.

Verschliisseln von Geriten
Wenn Sie die Verschliisselung aktivieren, werden alle Daten in verschliisselter
Form geschrieben. Dies erhoht zwar die Sicherheit sensibler Daten, die System-
geschwindigkeit wird jedoch reduziert, da die Verschliisselung einige Zeit in
Anspruch nimmt. Weitere Informationen zur Verschliisselung der Dateisysteme
finden Sie in Chapter 11, Encrypting Partitions and Files (1Security Guide).

Fstab-Optionen
Legen verschiedene Parameter in der globalen Systemverwaltungsdatei (/etc/
fstab) fest. In der Regel reichen die Standardeinstellungen fiir die meisten
Konfigurationen aus. Sie kdnnen beispielsweise die Dateisystemkennung von
einem Geritenamen in eine Volume-Bezeichnung dndern. In Volume-Bezeich-
nungen kdnnen Sie alle Zeichen mit Ausnahme von / und dem Leerzeichen
verwenden.

Fiir persistente Gerdtenamen verwenden Sie die Einhdngeoption Gerdte-ID,
UUID oder LABEL. In openSUSE sind persistente Gerdtenamen standardméafig
aktiviert.
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Wenn Sie die Einhdngeoption LABEL zum Einhéngen einer Partition verwenden,
definieren Sie fiir die ausgewdhlte Partition ein passendes Label. Sie konnten
beispielsweise das Partitions-Label HOME fiir eine Partition verwenden, die in
/home eingehdngt werden soll.

Wenn Sie fiir das Dateisystem Quotas verwenden mdchten, verwenden Sie die
Einhédngeoption Quota-Unterstiitzung aktivieren. Diese Konfiguration ist erfor-
derlich, bevor Sie in der Benutzerverwaltung von YaST Quotas fiir Benutzer
festlegen. Weitere Informationen zur Konfiguration von Benutzerquotas finden
Sie unter Abschnitt 8.3.5, ,,Verwalten von Quoten® (S. 143).

Einhéngepunkt
Geben Sie das Verzeichnis an, in dem die Partition im Dateisystembaum einge-
héngt werden soll. Treffen Sie eine Auswahl aus den YaST-Vorschldgen oder
geben Sie einen beliebigen anderen Namen ein.

3 Wihlen Sie Beenden, um die Anderungen zu speichern.

ANMERKUNG: Anpassen der GroRe von Dateisystemen

Die GroRe eines bestehenden Dateisystems kdnnen Sie andern, indem Sie die
Partition auswahlen und Grofe dndern verwenden. Beachten Sie, dass die GroRe
von eingehdngten Partitionen nicht verandert werden kann. Um die GroRe von
Partitionen zu andern, hangen Sie die entsprechende Partition aus, bevor Sie
den Partitionierer ausfiihren.

2.1.4 Optionen fiir Experten

Nach Auswahl eines Festplattengerits (wie sda) im Bereich Systemansicht konnen Sie
im unteren rechten Bereich im Fenster Festplatte vorbereiten: Expertenmodus auf das
Menii Experte... zugreifen. Im Menii stehen folgende Kommandos zur Verfiigung:

Erstellen einer neuen Partitionstabelle

Mithilfe dieser Option kdénnen Sie eine neue Partitionstabelle am ausgewdhlten
Gerdit erstellen.
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WARNUNG: Erstellen einer neuen Partitionstabelle

Durch Erstellen einer neuen Partitionstabelle auf einem Gerat werden alle
Partitionen und deren Daten unwiederbringlich von diesem Gerat entfernt.

Diesen Datentrdger klonen
Mit dieser Option kénnen Sie das Layout und den Inhalt einer Gerdtepartition auf
andere verfiigbare Datentréger klonen.

2.1.5 Erweiterte Optionen

Nach Auswahl des Hostnamens des Rechners (obere Ebene des Baums in der Systeman-
sicht) konnen Sie unten rechts im Fenster Festplatte vorbereiten: Expertenmodus auf
das Menii Konfigurieren... zugreifen. Im Menii stehen folgende Kommandos zur Ver-
fligung;:

Konfigurieren von iSCSI
Fiir den Zugriff auf SCSI {iber IP-Block-Gerdte miissen Sie zunichst iSCSI konfi-
gurieren. Dadurch erhalten Sie weitere verfiighare Geridte in der Hauptpartitionsliste.

Konfigurieren von Multipath
Durch Auswahl dieser Option konnen Sie die Multipath-Optimierung an den
unterstiitzten Massenspeichergeriten konfigurieren.

2.1.6 Weitere Partitionierungstipps

Im folgenden Abschnitt finden Sie einige Hinweise und Tipps fiir die Partitionierung,
die Thnen bei der Einrichtung Thres Systems helfen, die richtigen Entscheidungen zu
treffen.

TIPP: Anzahl der Zylinder

Einige Partitionierungstools beginnen bei der Nummerierung der Zylinder mit
0 andere mit 1. Die Zylinderzahl berechnet sich immer aus der Differenz zwi-
schen der letzten und der ersten Zylindernummer plus eins.
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Verwenden von Swap

Mittels Swap wird der verfiigbare physikalische Arbeitsspeicher erweitert. Ihnen steht
dadurch {iber das physische RAM hinaus mehr Arbeitsspeicher zur Verfiigung. Die
Arbeitsspeicherverwaltungssysteme der Kernels vor Version 2.4.10 benétigten Swap
als Sicherheitszugabe. Wenn Ihr Swap zu dieser Zeit nicht zweimal so grof3 war wie
Ihr RAM, kam es zu erheblichen Leistungseinbuflen. Diese Einschrankungen gibt es
nicht mehr.

Linux verwendet eine Seite namens "Kiirzlich verwendet" (LRU) zur Auswahl von
Seiten, die eventuell vom Arbeitsspeicher auf die Festplatte verschoben werden. Den
aktiven Anwendungen steht dadurch mehr Arbeitsspeicher zur Verfiigung und das
Zwischenspeichern l4uft reibungsloser ab.

Wenn eine Anwendung versucht, den maximal zuldssigen Arbeitsspeicher zu belegen,
kénnen Probleme mit Swap auftreten. Wir sollten uns hierzu drei der wichtigsten Sze-
narien niher ansehen:

System ohne Swap
Die Anwendung kann den maximal zuldssigen Arbeitsspeicher auslasten. Der
gesamte Cache-Speicher wird freigegeben, wodurch sich alle anderen Anwendungen
verlangsamen. Nach einigen Minuten wird der "Out-of-Memory-Killer" des Kernels
aktiviert und der Vorgang wird beendet.

System mit mittelgroem Swap (128 MB — 512 MB)
Zunichst verlangsamt sich das Systems wie ein System ohne Swap. Sobald das
gesamte physikalische RAM aufgebraucht ist, wird auch auf den Swap-Speicher
zuriickgegriffen. An diesem Punkt wird das System sehr langsam; die Fernausfiih-
rung von Kommandos wird unmoglich. Je nach Geschwindigkeit der Festplatten,
die den Swap-Speicher stellen, verbleibt das System etwa 10 bis 15 Minuten in
diesem Zustand, bevor das Problem vom "Out of Memory-Killer" des Kernels
endgiiltig behoben wird. Beachten Sie, dass Sie eine bestimmte Swap-Grofie
benotigen, wenn der Computer einen "Suspend to Disk" ausfiihren soll. In diesem
Fall sollte der Swap-Speicher grof3 genug sein, um die bendtigten Daten vom
Arbeitsspeicher (512 MB — 1 GB) aufnehmen zu kénnen.

System mit gro3em Swap (mehrere GB)
In einem solchen Fall sollte besser keine Anwendung ausgefiihrt werden, die vollig
aufler Rand und Band gerit und den Swap-Speicher grenzenlos nutzt. Wenn Sie
eine derartige Anwendung ausfiihren, nimmt die Wiederherstellung des Systems
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mehrere Stunden in Anspruch. Sehr wahrscheinlich treten in diesem Fall bei
anderen Prozessen Zeitiiberschreitungen und Fehler auf, wodurch das System in
einem undefinierten Zustand zuriickbleibt, selbst wenn der fehlerhafte Prozess
abgebrochen wird. Starten Sie in diesem Fall den Computers von Anfang an neu
und versuchen Sie, das System wieder zum Laufen zu bringen. Sehr viel Swap-
Speicher ist nur dann sinnvoll, wenn Sie eine Anwendung verwenden, die diese
Menge an Swap tatsachlich benétigt. Solche Anwendungen (wie Datenbanken oder
Bildbearbeitungsprogramme) verfiigen hiufig iiber eine Option, mit der sie den
benotigten Festplattenspeicher direkt abrufen kénnen. Die Verwendung dieser
Option ist auf jeden Fall einem iibergroen Swap-Speicher vorzuziehen.

Falls Thre Anwendungen nicht auler Kontrolle geraten, aber dennoch nach einiger Zeit
mehr Swap erforderlich ist, kdnnen Sie den Swap-Speicher auch online erweitern. Wenn
Sie eine Partition als Swap-Speicher vorbereitet haben, fiigen Sie diese Partition einfach
mit Hilfe von YaST hinzu. Falls Sie auf keine Swap-Partition zuriickgreifen konnen,
konnen Sie den Swap-Speicher auch durch eine Swap-Datei erweitern. Swap-Dateien
sind im Allgemeinen langsamer als Partitionen, aber verglichen mit physischem RAM
sind beide extrem langsam, sodass der eigentliche Unterschied unerheblich ist.

Prozedur 2.1 Manuelles Hinzufiigen einer Swap-Datei

So fiigen Sie dem laufenden System eine Swap-Datei hinzu:

1

Erstellen Sie auf Threm System eine leere Datei. Um beispielsweise eine Swap-Datei
fiir 128 MB Swap-Speicher unter /var/1ib/swap/swapfile hinzuzufiigen,
geben Sie folgende Kommandos ein:

mkdir -p /var/lib/swap
dd if=/dev/zero of=/var/lib/swap/swapfile bs=1M count=128

Initialisieren Sie die Swap-Datei mit folgendem Kommando:

mkswap /var/lib/swap/swapfile

Aktivieren Sie den Swap-Speicher mit folgendem Kommando:

swapon /var/lib/swap/swapfile

Zum Deaktivieren der Swap-Datei verwenden Sie folgendes Kommando:

swapoff /var/lib/swap/swapfile

Fortgeschrittene Festplattenkonfiguration

51



52

4 Zum Uberpriifen des aktuell verfiigbaren Swap-Speichers verwenden Sie folgendes
Kommando:

cat /proc/swaps

Bislang handelt es sich hier lediglich um einen tempordren Swap-Speicher. Nach
dem nichsten Reboot wird er nicht mehr verwendet.

5 Wenn Sie die Swap-Datei permanent aktivieren mochten, fiigen Sie /etc/fstab
folgende Zeile hinzu:

/var/lib/swap/swapfile swap swap defaults 0 0

2.1.7 Partitionierung und LVM

Greifen Sie iiber das Menii Festplatte vorbereiten: Expertenmodus auf die LVM-Kon-
figuration zu, indem Sie im Fenster Systemansicht auf das Element Volume-Verwaltung
klicken. Wenn auf Threm System jedoch bereits eine aktive LVM-Konfiguration vor-
handen ist, wird sie automatisch bei der Eingabe der ersten LVM-Konfiguration einer
Sitzung aktiviert. In diesem Fall kann keine der Festplatten, die eine Partition enthalten
(die zu einer aktivierten Volume-Gruppe gehort) neu partitioniert werden. Der Linux-
Kernel kann die gednderte Partitionstabelle einer Festplatte nicht erneut lesen, wenn
eine der Partitionen auf dieser Festplatte verwendet wird. Wenn jedoch bereits eine
funktionierende LVM-Konfiguration auf [hrem System vorhanden ist, sollte eine phy-
sische Neupartitionierung nicht erforderlich sein. Andern Sie stattdessen die Konfigu-
ration des logischen Volumes.

Am Anfang der physischen Volumes (PVs) werden Informationen zum Volume auf
die Partition geschrieben. Um eine solche Partition fiir andere Zwecke, die nichts mit
LVM zu tun haben, wiederzuverwenden, sollten Sie den Anfang dieses Volumes 16schen.
Beider VG systemund dem PV /dev/sda2 beispielsweise ist dies iiber den Befehl
ddif=/dev/zero of=/dev/sda2 bs=512 count=1 moglich.

WARNUNG: Dateisystem zum Booten

Das zum Booten verwendete Dateisystem (das Root-Dateisystem oder /boot)
darf nicht auf einem logischen LVM-Volume gespeichert werden. Speichern
Sie es stattdessen auf einer normalen physischen Partition.

Weitere Informationen iiber LVM finden Sie bei Storage Administration Guide.
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2.2 LVM-Konfiguration

Dieser Abschnitt beschreibt kurz die Prinzipien hinter dem Logical Volume Manager
(LVM) sowie dessen Mehrzweckfunktionen. In Abschnitt 2.2.2, . LVM-Konfiguration
mit YaST* (S. 55) wird erldutert, wie LVM mit YaST eingerichtet wird.

WARNUNG

Der Einsatz von LVM ist manchmal mit einem hoheren Risiko (etwa des
Datenverlusts) verbunden. Risiken umfassen auch Anwendungsausfille,
Stromausfalle und fehlerhafte Befehle. Speichern Sie lhre Daten, bevor Sie LVM
implementieren oder Volumes neu konfigurieren. Arbeiten Sie nie ohne Backup.

2.2.1 Der Logical Volume Manager

Der LVM ermoglicht eine flexible Verteilung von Festplattenspeicher {iber mehrere
Dateisysteme. Er wurde entwickelt, da gelegentlich die Segmentierung des Festplatten-
speichers gedndert werden muss, nachdem die erste Partitionierung abgeschlossen
wurde. Da es schwierig ist, Partitionen in einem laufenden System zu dndern, bietet
LVM einen virtuellen Pool (Volume-Gruppe, kurz: VG) an Speicherplatz, aus dem bei
Bedarf logische Volumes (LVs) erzeugt werden kdnnen. Das Betriebssystem greift
dann auf diese logischen Volumes statt auf physische Partitionen zu. Volume-Gruppen
konnen sich iiber mehr als eine Festplatte erstrecken, wobei mehrere Festplatten oder
Teile davon eine einzige VG bilden kénnen. Auf diese Weise bietet LVM eine Art
Abstraktion vom physischen Festplattenplatz, der eine viel einfachere und sicherere
Moglichkeit zur Anderung der Aufteilung erméoglicht als die physische Umpartitionie-
rung. Hintergrundinformationen zum physischen Partitionieren erhalten Sie in
Abschnitt 2.1.1, ,,Partitionstypen® (S. 45) und Abschnitt 2.1, ,,Verwenden der YaST-
Partitionierung® (S. 43).
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Abbildung 2.2 Physische Partitionierung versus LVM
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Abbildung 2.2, ,,Physische Partitionierung versus LVM* (S. 54) stellt die physische
Partitionierung (links) der LVM-Segmentierung (rechts) gegeniiber. Auf der linken
Seite wurde eine einzelne Festplatte in drei physische Partitionen (PART) aufgeteilt,
von denen jede einen Einhdngepunkt (MP) hat, auf den das Betriebssystem zugreifen
kann. Auf der rechten Seite wurden zwei Festplatten in zwei bzw. drei physische Parti-
tionen aufgeteilt. Es wurden zwei LVM-Volume-Gruppen (VG 1 und VG 2) angelegt.
VG 1 enthilt zwei Partitionen von DISK 1 und eine von DISK 2. VG 2 enthdlt die
restlichen zwei Partitionen von DISK 2. In LVM werden die in einer Volume-Gruppe
zusammengefassten physischen Festplattenpartitionen als physische Volumes (PVs)
bezeichnet. Innerhalb der Volume-Gruppen sind vier LVs (LV 1 bis LV 4) definiert.
Sie konnen vom Betriebssystem {iber die verkniipften Einhdngepunkte verwendet
werden. Die Grenzen zwischen verschiedenen LVs miissen sich nicht mit den Partiti-
onsgrenzen decken. Dies wird in diesem Beispiel durch die Grenze zwischen LV 1 und
LV 2 veranschaulicht.

LVM-Funktionen:

+ Mehrere Festplatten/Partitionen kdnnen zu einem groflen logischen Volume zusam-
mengefiigt werden.

* Neigt sich bei einem LV (z. B. /usr) der freie Platz dem Ende zu, konnen Sie dieses
bei geeigneter Konfiguration vergréfern.

* Mit dem LVM kénnen Sie im laufenden System Festplatten oder LVs hinzufiigen.
Jedoch erfordert dies Hot-Swap-fahige Hardware.
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+ Esist moglich, einen "Striping-Modus" zu aktivieren, der den Datenstrom eines LVs
iiber mehrere PVs verteilt. Wenn sich diese PVs auf unterschiedlichen Platten
befinden, wird die Schreib- und Leseleistung verbessert, wie mit RAID 0.

+ Die Snapshot-Funktion ermdglicht vor allem bei Servern konsistente Backups im
laufenden System.

Mit diesen Funktionen ist LVM jederzeit bereit fiir stark ausgelastete Heim-PCs oder
kleine Server. LVM eignet sich gut fiir Benutzer mit wachsendem Datenbestand (wie
im Fall von Datenbanken, Musikarchiven oder Benutzerverzeichnissen). Dann ist es
moglich, Dateisysteme zu haben, die groBer sind als eine physische Festplatte. Ein
weiterer Vorteil des LVM ist die Méglichkeit, bis zu 256 LVs anlegen zu kénnen.
Jedoch unterscheidet sich die Arbeit mit LVM von der Arbeit mit konventionellen
Partitionen. Anleitungen und weiterfithrende Informationen zur Konfiguration des LVM
finden Sie im offiziellen LVM-Howto unter http://t1ldp.org/HOWTO/LVM
—HOWTO/.

Ab Kernel Version 2.6 steht Thnen LVM in der Version 2 zur Verfiigung. Er ist riick-
wartskompatibel zum bisherigen LVM und kann alte Volume-Gruppen weiter verwalten.
Wenn Sie neue Volume-Gruppen anlegen, miissen Sie entscheiden, ob Sie das neue
Format oder die riickwiartskompatible Version verwenden mochten. LVM 2 benétigt
keine Kernel-Patches mehr. Er verwendet die in Kernel 2.6 integrierte Gerdtezuordnung.
Dieser Kernel unterstiitzt nur LVM, Version 2. In diesem Abschnitt wird LVM
gleichbedeutend mit LVM, Version 2 verwendet.

2.2.2 LVM-Konfiguration mit YaST

Die YaST LVM-Konfiguration kann vom YaST Expert Partitioner (siehe Abschnitt 2.1,
,»Verwenden der YaST-Partitionierung“ (S. 43)) unter Volume-Verwaltung im Bereich
Systemansicht aus erreicht werden. Mit dem Expertenmodus des Partitionierungsmoduls
konnen Sie vorhandene Partitionen bearbeiten und 16schen sowie neue Partitionen
erstellen, die mit LVM verwendet werden sollen. Als erste Aufgabe miissen PVs erstellt
werden, die Platz fiir eine Volume-Gruppe bieten:

1 Wihlen Sie unter Festplatten eine Festplatte aus.

2 Wechseln Sie in den Karteireiter Partitionen.
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3 Klicken Sie auf Hinzufiigen und geben Sie die gewiinschte Grofie des PV auf dieser
Platte ein.

4 Verwenden Sie Do not Format Partition (Partition nicht formatieren) und dndern
Sie die Dateisystem-ID in 0x8E Linux LVM. Hangen Sie diese Partition nicht ein.

5 Wiederholen Sie diesen Vorgang, bis alle gewiinschten physischen Volumes auf den
verfiigbaren Platten definiert sind.

Erstellen von Volume-Gruppen

Wenn auf Ihrem System keine Volume-Gruppe existiert, miissen Sie eine hinzufiigen
(siehe Abbildung 2.3, ,,Anlegen einer Volume-Gruppe“ (S. 57)). Sie konnen zusétzliche
Gruppen erstellen, indem Sie auf Volume-Verwaltung im Bereich Systemansicht und
anschlieend auf Volume-Gruppe hinzufiigen klicken. Eine einzige Volume-Gruppe
genligt in der Regel.

1 Geben Sie einen Namen fiir die VG ein, z. B. System.

2 Wihlen Sie die gewiinschte Gréfe (Physical Extent Size). Dieser Wert definiert die
Grof3e eines physischen Blocks in der Volume-Gruppe. Der gesamte Plattenplatz in
einer Volume-Gruppe wird in Blocken dieser Grofle verwaltet.

TIPP: Logische Volumes und BlockgréRen

Die mogliche GroRe eines LV hangt von der BlockgroRe ab, die in der Volu-
me-Gruppe verwendet wird. Der Standard betrdagt 4 MB und ermoglicht eine
maximale GroRe von 256 GB fiir physische und logische Volumes. Sie sollten
die Physical Size erhéhen (z. B. auf 8, 16 oder 32 GB), wenn Sie LVs groRer
als 256 GB bendtigen.

3 Fiigen Sie der VG die vorbereiteten PVs hinzu, indem Sie das Gerdt auswéhlen und
auf Hinzufiigen klicken. Die Auswahl mehrerer Gerite ist moglich, wenn Sie die
Strg-Taste gedriickt halten, wahrend Sie auf die gewiinschten Geréte klicken.

4 Wihlen Sie Beenden, um die VG fiir weitere Konfigurationsschritte bereitzustellen.
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Abbildung 2.3 Anlegen einer Volume-Gruppe

& Volume-Gruppe hinzufiigen
== Geben Sie Name und Grofle (Physical Extent Sizs) der neusn Volums-Gruppe ein. Weiters
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[wo =
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o o versan Ty

Gesamtgrote: 20.00 GB

Resultisrende GroGe: 0.00 8

Hilfe Abbrschen Zurick Beenden

Wenn mehrere Volume-Gruppen definiert sind und PVs hinzugefiigt oder entfernt
werden sollen, wéahlen Sie die Volume-Gruppe in der Liste Volume-Verwaltung aus.
Wechseln Sie dann auf den Karteireiter Ubersicht und wihlen Sie Gréfe anpassen. Im
folgenden Fenster konnen Sie der ausgewdhlten Volume-Gruppe PVs hinzufiigen oder
sie daraus entfernen.

Konfigurieren von logischen Volumes

Nachdem die Volume-Gruppe mit PVs gefiillt ist, definieren Sie im nichsten Dialogfeld
die LVs, die das Betriebssystem verwenden soll. Wahlen Sie die aktuelle Volume-
Gruppe aus und wechseln Sie zum Karteireiter Logische Volumes. Sie konnen nach
Bedarf LVs mithilfe der entsprechenden Schaltflichen Hinzufiigen, Bearbeiten, ihre
Gripe dndern und sie Loschen, bis der Platz in der Volume-Gruppe verbraucht ist.
Weisen Sie jeder Volume-Gruppe mindestens ein LV zu.
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Abbildung 2.4 Verwaltung der logischen Volumes

iy Festplatte vorbereiten: Expertenmodus
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Hilfe Abbrechen Weiter

Klicken Sie auf Hinzufiigen und fiihren Sie die Anweisungen im Assistenten-dhnlichen
Pop-up-Fenster aus, das gedffnet wird:

1. Geben Sie den Namen des LV ein. Fiir eine Partition, die auf /home eingehingt
werden soll, kann ein selbsterkldrender Name wie HOME verwendet werden.

2. Wihlen Sie die GroBe und Anzahl der Stripes fiir das LV. Wenn Sie nur ein PV
haben, ist es nicht sinnvoll, mehrere Stripes auszuwahlen.

3. Wihlen Sie das Dateisystem, das auf dem LV und auf dem Einhdngepunkt verwendet
werden soll.

Durch die Verwendung von Stripes ist es moglich, den Datenstrom im LV auf mehrere
PVs aufzuteilen (Striping). Wenn sich diese PVs auf verschiedenen Festplatten befinden,
verbessert dies in der Regel die Lese- und Schreibgeschwindigkeit (wie bei RAID 0).
Ein Striping-LV mit n Stripes kann jedoch nur richtig angelegt werden, wenn der von
dem LV benoétigte Festplattenplatz gleichméBig {iber n PVs verteilt werden kann. Sind
beispielsweise nur zwei PVs verfiigbar, ist ein LV mit drei Stripes nicht moglich.
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WARNUNG: Striping

YaST kann in Bezug auf Striping die Richtigkeit Ihrer Eintrage nicht iberpriifen.
Fehler an dieser Stelle konnen erst festgestellt werden, wenn LVM auf der
Festplatte in Betrieb genommen wird.

Falls Sie auf Ihrem System LVM bereits konfiguriert haben, kénnen Sie auch die vor-
handenen logischen Volumes verwenden. Bevor Sie fortfahren, weisen Sie diesen LVs
passende Einhdngepunkte zu. Klicken Sie auf Fertig stellen, um in den YaST Expert
Partitioner zuriickzukehren und Ihre Arbeit dort abzuschlief3en.

2.3 Soft-RAID-Konfiguration

Der Sinn eines RAID (Redundant Array of Independent Disks) ist es, mehrere Festplat-
tenpartitionen in einer grofen virtuellen Festplatte zusammenzufassen, um die Leistung
und/oder die Datensicherheit zu optimieren. Die meisten RAID-Controller verwenden
das SCSI-Protokoll, da es eine groflere Anzahl von Festplatten effektiver als das IDE-
Protokoll ansprechen kann. Er eignet sich auch besser zur parallelen Kommandoverar-
beitung. Es gibt einige RAID-Controller, die IDE- oder SATA-Festplatten unterstiitzen.
Soft RAID bietet die Vorteile von RAID-Systemen ohne die zusétzlichen Kosten fiir
hardwareseitige RAID-Controller. Dies geht allerdings zu Lasten von Prozessorzeit
und Arbeitsspeicher, weshalb Soft RAID fiir Hochleistungssysteme nicht wirklich
geeignet ist.

Mit openSUSE® konnen Sie verschiedene Festplatten in einem Soft RAID-System
kombinieren. RAID bietet verschiedene Strategien fiir das Kombinieren mehrerer
Festplatten in einem RAID-System, von der jede andere Ziele, Vorteile und Merkmale
aufweist. Diese Variationen werden im Allgemeinen als RAID-Level bezeichnet.

Es gibt folgende géngige RAID-Level:

RAID 0
Dieser Level verbessert die Leistung des Datenzugriffs, indem er die einzelnen
Dateiblocke iiber mehrere Festplattenlaufwerke verteilt. Im Grunde ist dies gar
kein RAID, da es keine Datensicherung gibt, doch die Bezeichnung RAID 0 hat
sich fiir diese Art von System eingebiirgert. Bei RAID 0 werden mindestens zwei
Festplatten zusammengefasst. Die Leistung wurde zwar verbessert, aber wenn auch
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nur eine der Festplatten ausfillt, ist das RAID-System zerstort und IThre Daten sind
verloren.

RAID 1

Dieser Level bietet eine ausreichende Sicherheit fiir Ihre Daten, weil sie 1:1 auf
eine andere Festplatte kopiert werden. Dies wird als Festplattenspiegelung
bezeichnet. Ist eine Festplatte zerstort, steht eine Kopie des Inhalts auf einer anderen
zur Verfiigung. Solange noch eine Festplatte intakt ist, konnen alle anderen fehler-
haft sein, ohne dass Daten verloren gehen. Wenn der Schaden jedoch nicht erkannt
wird, konnen die beschidigten Daten auf die unbeschidigte Festplatte gespiegelt
werden. Dadurch konnen die Daten ebenfalls verloren gehen. Verglichen mit dem
Zugriff auf einzelne Festplatten (10 bis 20% langsamer) wird die Schreibgeschwin-
digkeit beim Kopiervorgang beeintrichtigt, doch der Lesezugriff ist erheblich
schneller im Vergleich zu normalen physischen Festplatten. Der Grund besteht
darin, dass die doppelten Daten parallel abgesucht werden kénnen. Im Allgemeinen
kann gesagt werden, dass Level 1 fast eine doppelt so schnelle Lesetiibertragungs-
rate und nahezu dieselbe Schreibiibertragungsrate wie einzelne Festplatten bietet.

RAID 2 und RAID 3

Dies sind keine typischen RAID-Implementierungen. Level 2 verteilt die Daten
auf Bit- und nicht auf Blockebene. Level 3 bietet Byte-basiertes Verteilen mit einer
dedizierten Parititsfestplatte und kann nicht gleichzeitig mehrere Anforderungen
verarbeiten. Diese Level werden selten verwendet.

RAID 4

Level 4 verteilt die Daten auf Blockebene wie bei Level 0, wobei diese Vorgehens-
weise mit einer dedizierten Paritétsfestplatte kombiniert wird. Die Paritiatsdaten

werden im Fall eines Festplattenfehlers zum Erstellen einer Ersatzfestplatte verwen-
det. Die parallele Festplatte kann beim Schreibzugriff jedoch Engpasse verursachen.

RAID 5

Referenz

RAID 5 ist ein optimierter Kompromiss aus Level 0 und Level 1, was Leistung
und Redundanz betrifft. Der nutzbare Festplattenplatz entspricht der Anzahl der
eingesetzten Festplatten minus einer. Die Daten werden genau wie bei RAID 0 auf
der Festplatte verteilt. Paritdtsblocks, die auf einer Partition erstellt wurden, sind
aus Sicherheitsgriinden vorhanden. Diese werden mit XOR miteinander verkniipft,
sodass sich beim Ausfall einer Partition durch den dazugehorigen Parititsblock der
Inhalt rekonstruieren l4sst. Bei RAID 5 ist zu beachten, dass nicht mehrere Festplat-
ten gleichzeitig ausfallen diirfen. Wenn eine Festplatte ausfillt, muss sie
schnellstmdglich ausgetauscht werden, da sonst Datenverlust droht.



Weitere RAID-Level
Es wurden noch weitere RAID-Level entwickelt (RAIDn, RAID 10, RAID 0+1,
RAID 30, RAID 50 usw.), wobei einige von diesen proprietdre Implementierungen
verschiedener Hardwarehersteller sind. Diese Level sind nicht sehr weit verbreitet
und werden aus diesem Grund hier nicht niher erldutert.

2.3.1 Soft-RAID-Konfiguration mit YaST

Zur YaST-RAID-Konfiguration gelangen Sie iiber den YaST-Expertenmodus des Par-

titionierungsmoduls, der in Abschnitt 2.1, ,,Verwenden der YaST-Partitionierung"

(S. 43) beschrieben ist. Mit diesem Partitionierungswerkzeug kdnnen Sie vorhandene
Partitionen bearbeiten und 16schen sowie neue Partitionen erstellen, die mit Soft-RAID
verwendet werden sollen:

1 Wihlen Sie unter Festplatten eine Festplatte aus.
2 Wechseln Sie in den Karteireiter Partitionen.

3 Klicken Sie auf Hinzufiigen und geben Sie die gewiinschte Grofe der RAID-Partition
auf dieser Platte ein.

4 Verwenden Sie Partition nicht formatieren und dndern Sie die Dateisystem-ID in
OxFD Linux RAID. Hangen Sie diese Partition nicht ein.

5 Wiederholen Sie diesen Vorgang, bis alle gewiinschten physischen Volumes auf den
verfligbaren Platten definiert sind.

Fiir RAID 0 und RAID 1 sind mindestens zwei Partitionen erforderlich, fiir RAID 1 in
der Regel exakt zwei. Fiir RAID 5 sind mindestens drei Partitionen erforderlich. Es
empfiehlt sich, nur Partitionen derselben Grof3e zu verwenden. Die RAID-Partitionen
sollten sich auf verschiedenen Festplatten befinden, um das Risiko eines Datenverlusts
gering zu halten, falls eine (RAID 1 und 5) defekt ist, und die Leistung von RAID 0 zu
optimieren. Nachdem alle gewlinschten Partitionen fiir RAID erstellt sind, klicken Sie
auf RAID > RAID hinzufiigen, um mit der RAID-Konfiguration zu beginnen.

Wihlen Sie im nichsten Dialogfeld zwischen RAID-Level 0, 1, 5, 6 oder 10. Wihlen
Sie dann alle Partitionen mit dem Typ "Linux RAID" oder "Linux native" aus, die das
RAID-System benutzen soll. Swap- oder DOS-Partitionen werden nicht angezeigt.
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Abbildung 2.5 RAID-Partitionen
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Hilfe Abbrechen || Beenden

Um dem ausgewdhlten RAID-Volume eine zuvor nicht zugewiesene Partition zuzuwei-
sen, klicken Sie zuerst auf die Partition und anschlie3end auf Hinzufiigen. Weisen Sie
alle fiir RAID reservierten Partitionen zu. Anderenfalls bleibt der Speicherplatz in den
Partitionen unbenutzt. Klicken Sie nach dem Zuweisen aller Partitionen auf Weiter, um
die verfligbaren RAID-Optionen auszuwéhlen.

Legen Sie in diesem letzten Schritt das zu verwendende Dateisystem sowie die Ver-
schliisselung und den Einhdngepunkt fiir das RAID-Volume fest. Wenn Sie die Konfi-
guration mit Verlassen abgeschlossen haben, sind im Expertenmodus des Partitionie-
rungsmoduls das Gerdt /dev/md0 und andere Gerdte mit RAID gekennzeichnet.

2.3.2 Fehlersuche

Priifen Sie die Datei /proc/mdstat, um festzustellen, ob eine RAID-Partition
beschidigt ist. Grundsétzliche Vorgehensweise bei einem Systemfehler ist es, Thr Linux-
System herunterzufahren und die defekte Festplatte durch eine neue, gleichartig parti-
tionierte Platte zu ersetzen. Starten Sie das System anschliefend neu und geben Sie den
Befehl mdadm /dev/mdX --add /dev/sdX ein. Ersetzen Sie "X" durch die
entsprechende Gerite-ID. Damit wird die neue Festplatte automatisch in das RAID-
System integriert und vollautomatisch rekonstruiert.
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Beachten Sie, dass Sie zwar bei einem Neuaufbau auf alle Daten zugreifen konnen,
jedoch bis zum vollstdndigen RAID-Neuaufbau einige Probleme in der Leistung auftreten
koénnen.

2.3.3 Weiterfiihrende Informationen

Weitere Informationen sowie eine Anleitung zur Konfiguration von Soft-RAID finden
Sie in den angegebenen HOWTO-Dokumenten unter:

* /usr/share/doc/packages/mdadm/Software—RAID.HOWTO.html
* http://en.tldp.org/HOWTO/Software-RAID-HOWTO.html

Linux-RAID-Mailinglisten sind beispielsweise unter folgender URL verfiigbar:
http://marc.theaimsgroup.com/?1l=1linux-raid.
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Teil Il. Verwalten und
Aktualisieren von Software






Installieren bzw. Entfernen
von Software

Suchen Sie mit dem Softwareverwaltungswerkzeug von YaST nach Softwarekompo-
nenten, die Sie hinzufiligen oder entfernen mochten. YaST 16st alle Abhédngigkeiten fiir
Sie. Zum Installieren von Paketen, die nicht auf den Installationsmedien vorliegen,
fiigen Sie Threr Einrichtung weitere Software-Repositorys hinzu und lassen Sie diese
mit YaST verwalten. Mit dem Aktualisierungs-Miniprogramm konnen Sie Softwareak-
tualisierungen verwalten und Ihr System so auf dem neuesten Stand halten.

Andern Sie die gesammelte Software auf Ihrem System mit dem YaST-Software-
Manager. Dieses YaST-Modul ist in drei Toolkit-Varianten erhéltlich: Qt (fiir KDE-
Arbeitsflichen), GTK+ (fiir GNOME-Arbeitsflichen) und ncurses (mit einer pseudo-
grafischen Benutzeroberfliche im Textmodus). In diesem Kapitel werden die Varianten
Qt und GTK+ niher beschrieben. Weitere Informationen zu YaST in der ncurses-
Variante finden Sie unter Kapitel 10, YaST im Textmodus (S. 163).

TIPP: Andern der Toolkit-Variante

StandardmaRig wird YaST mit dem Toolkit gestartet, das lhrem Desktop ent-
spricht (GTK+ unter GNOME, Qt unter KDE). Um diese Standardeinstellung
systemweit zu dndern, ersetzen Sie den Wert der Variable WANTED_GUT in
/etc/sysconfig/yast?2 entweder durch gt oder durch gtk.

Sollen die systemweiten Einstellungen nicht geandert werden, kénnen Sie YaST
dennoch Uber die Kommandozeile in der gewlinschten Variante starten. Ver-
wenden Sie hierzu die Option ——gtk bzw. ——gt. Beispiel: yast2 --gtk.

Installieren bzw. Entfernen von Software
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ANMERKUNG: Bestitigung und Uberpriifung der Anderungen

Beim Installieren, Aktualisieren und Entfernen von Paketen werden Anderungen
im Software-Manager nicht sofort ibernommen, sondern erst, wenn Sie sie
mit Akzeptieren oder Anwenden bestatigen. YaST flihrt eine Liste mit allen
Aktionen, so dass Sie lhre Anderungen priifen und iiberarbeiten kénnen, bevor
sie endgiiltig in das System Gibernommen werden.

3.1 Definition der Begriffe

Repository
Ein lokales oder entferntes Verzeichnis mit Paketen und zusitzlichen Informationen
zu diesen Paketen (Metadaten des Pakets).

(Repository) Alias
Ein Kurzname fiir ein Repository, das von verschiedenen Zypper-Kommandos
verwendet wird. Ein Alias kann vom Benutzer beim Hinzufiigen eines Repositorys
ausgewadhlt werden und muss eindeutig sein.

Produkt
Représentiert ein vollstdndiges Produkt, z. B. openSUSE®.

Muster
Ein Muster ist eine installierbare Gruppe von Paketen, die einem bestimmten Zweck
dient. Das Lapt op-Muster enthilt beispielsweise alle Pakete, die in einer mobilen
Rechnerumgebung benotigt werden. Die Muster definieren Paketabhédngigkeiten
(z. B. erforderliche oder empfohlene Pakete) und ein Teil der Pakete ist bereits fiir
die Installation markiert. Damit ist sichergestellt, dass die wichtigsten Pakete fiir
einen bestimmten Zweck auf dem System zur Verfiigung stehen, sobald das Muster
installiert wurde. Es sind allerdings nicht immer alle Pakete in einem Muster zur
Installation markiert. Sie konnen die Pakete in einem Muster manuell auswihlen
oder ihre Auswahl auftheben, je nach Ihren individuellen Anforderungen.

Paket
Ein Paket ist eine komprimierte Datei im RPM-Format, die die Dateien fiir ein
bestimmtes Programm enthilt.
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Patch
Ein Patch enthilt mindestens ein Paket und kann per deltarpms angewendet werden.
Unter Umstidnden werden auch Abhingigkeiten zu Paketen aufgebaut, die noch
nicht installiert wurden.

Auflésbares Objekt
Ein generischer Begriff flir Produkt, Schema, Paket oder Patch. Der am hdufigsten
verwendete Typ auflosbarer Objekte ist ein Paket oder ein Patch.

deltarpm
Ein deltarpm besteht nur aus der bindren diff zwischen zwei definierten Versionen
eines Pakets und hat daher die kleinste Downloadgrofle. Vor der Installation muss
das vollstindige RPM-Paket auf dem lokalen Rechner neu aufgebaut werden.

Paketabhédngigkeiten
Einige Pakete sind von anderen Paketen abhingig, wie zum Beispiel freigegebene
Bibliotheken. Anders gesagt: Fiir ein bestimmtes Paket konnen andere Pakete
erforderlich sein; falls diese erforderlichen Pakete nicht vorhanden sind, kann
das Paket auch nicht installiert werden. Zusétzlich zu Abhingigkeiten (Paketanfor-
derungen), die erfiillt sein miissen, empfehlen einige Pakete andere Pakete.
Diese empfohlenen Pakete werden nur dann installiert, wenn sie tatsachlich zur
Verfiigung stehen, ansonsten werden sie einfach ignoriert und das Paket, das diese
Pakete empfiehlt, wird dennoch problemlos installiert.

3.2 Verwenden der KDE-Schnittstelle
(Qt)

Die Qt-Oberfldche von YaST wird bei Verwendung der Desktops KDE, icewm u. a.
gestartet. Sie wird auch verwendet, wenn YaST von einem entfernten Terminal aufge-
rufen wird. Starten Sie die Softwareverwaltung im YaST-Kontrollzentrum durch Aus-
wabhl von Software > Software installieren oder l6schen.

Installieren bzw. Entfernen von Software
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Datei Paket Configuration  Abhangigkeiten  Opfionen  Extras  Hife

Anzeigen v | Suchen | RPM-Gruppen | Installationsiberblick | Patterns

Suchen v Paket Zusammenfassung  Installiert (Verfughar) Grafe

Suchenin

| Name

v Schiisselwirter

| Zusammenfassung
Beschreibung
RPM"Provides"
RPM"Requires’

Dateiliste

SR 1 b Daten Versionen

Enthalt v

Grof-/Kleinschreibung

Abbrechen

3.2.1 Ansichten fiir die Suche nach Paketen

oder Mustern

Der YaST-Software-Manager kann Pakete oder Schemata aus allen aktuell aktivierten
Repositorys installieren. Er bietet verschiedene Ansichten und Filter, damit Sie die

gesuchte Software bequem finden kénnen. Die Ansicht Suchen ist die Standardansicht
fiir das Fenster. Zum Andern der Ansicht klicken Sie auf Ansicht und wihlen Sie einen
der nachstehenden Eintrdge in der Dropdown-Liste. Die ausgewéhlte Ansicht wird in

einem neuen Karteireiter gedffnet.

Schemata

Listet alle verfligbaren Muster fiir die Installation auf Ihrem System auf.

Paketgruppen

Listet alle Pakete nach Gruppen sortiert auf, z. B. Grafik, Programmierung oder

Sicherheit.

RPM-Gruppen

Listet alle Pakete nach Funktion mit Gruppen und Untergruppen auf. Beispiel:

Netzwerk > E-Mail > Clients.
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Sprachen
Filter zur Auflistung aller Pakete, die zum Hinzufiigen einer neuen Systemsprache
erforderlich sind.

Repositorys
Filter zur Auflistung von Paketen nach Repository. Halten Sie beim Klicken auf
die Namen von Repositorys die Strg-Taste gedriickt, um mehrere Repositorys
auszuwihlen. Das "Pseudo-Repository" @System listet alle derzeit installierten
Pakete auf.

Suche
Ermoglicht die Suche nach einem Paket anhand von bestimmten Kriterien. Geben
Sie einen Suchbegriff ein und driicken Sie Eingabetaste. Verfeinern Sie Ihre Suche,
indem Sie einen Suchort in Suchen in angeben und den Suchmodus dndern. Wenn
Sie beispielsweise den Namen des Pakets nicht kennen, sondern nur den Namen
der gesuchten Anwendung, schlieBen Sie die Beschreibung des Pakets in den
Suchvorgang ein.

Installationstiiberblick
Wenn Sie bereits Pakete zur Installation, zur Aktualisierung oder zum Ldschen
ausgewihlt haben, zeigt die Ansicht die Anderungen, die auf Thr System angewendet
werden, sobald Sie auf Akzeptieren klicken. Um diese Ansicht nach Paketen mit
einem bestimmten Status zu filtern, aktivieren oder deaktivieren Sie die entspre-
chenden Kontrollkistchen. Driicken Sie Umschalttaste + F1, um Details zu den
Statusflags zu erhalten.

TIPP: Suchen nach Paketen, die keinem aktiven Repository angehdren

Um alle Pakete aufzulisten, die keinem aktiven Repository angehéren, wahlen
Sie Ansicht > Repositorys > @System und anschlieBend Sekunddrer Filter >
Nicht gepflegte Pakete. Dies ist beispielsweise niitzlich, wenn Sie ein Repository
geldscht haben und sicherstellen mdchten, dass keine Pakete aus diesem
Repository installiert bleiben.

Installieren bzw. Entfernen von Software
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3.2.2 Installieren und Entfernen von Paketen
oder Mustern

Einige Pakete sind von anderen Paketen abhingig, wie zum Beispiel freigegebene
Bibliotheken. Andererseits konnen einige Pakete nicht gleichzeitig mit anderen Paketen
auf dem System installiert sein. Falls moglich, 16st YaST diese Abhédngigkeiten oder
Konflikte automatisch auf. Wenn Thre Wahl einen Abhédngigkeitskonflikt verursacht,
der nicht automatisch geldst werden kann, miissen Sie diesen Konflikt manuell 16sen,
wie unter Abschnitt 3.2.4, ,,Priifen von Software-Abhédngigkeiten (S. 75) beschrieben.

ANMERKUNG: Entfernen von Paketen

Wenn Sie bestimmte Pakete l6schen mdchten, entfernt YaST standardmaRig
nur die ausgewdhlten Pakete. Falls YaST auch alle anderen Pakete entfernen
soll, die nach dem Loschen der angegebenen Pakete nicht mehr bendtigt wer-
den, wahlen Sie Optionen > Beim Léschen von Paketen bereinigen.

1 Suchen Sie nach Paketen wie unter Abschnitt 3.2.1, ,,Ansichten fiir die Suche nach
Paketen oder Mustern® (S. 70) beschrieben.

2 Die gefundenen Pakete werden im rechten Fensterbereich aufgelistet. Klicken Sie
zur Installation oder zum Entfernen eines Pakets mit der rechten Maustaste auf
Installieren bzw. Ldschen. Wenn die relevante Option nicht verfiigbar ist, priifen
Sie den Paketstatus, den das Symbol vor dem Paketnamen angibt — driicken Sie
Umschalttaste + F1, um Hilfe zu erhalten.

TIPP: Anwenden einer Aktion auf alle aufgelisteten Pakete

Wenn Sie eine Aktion auf alle im rechten Bereich aufgelisteten Pakete
anwenden mochten, wahlen Sie eine Aktion aus Paket > Alle in dieser Liste.

3 Um ein Muster zu installieren, klicken Sie mit der rechten Maustaste auf den Namen
des Musters und wihlen Sie Installieren.

4 Esist nicht moglich, ein Muster als Ganzes zu entfernen. Wihlen Sie stattdessen die
zu entfernenden Pakete in einem Muster aus und markieren Sie diese Pakete zum
Loschen.
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5 Wiederholen Sie zur Auswahl weiterer Pakete die oben genannten Schritte.

6 Bevor Sie Ihre Anderungen iibernehmen, kénnen Sie sie iiberpriifen und bearbeiten.
Klicken Sie hierzu auf Ansicht > Installationsiiberblick. Standardmafig werden alle
Pakete aufgelistet, deren Status sich dndern wird.

7 Um den Status fiir ein Paket zuriickzusetzen, klicken Sie mit der rechten Maustaste
auf das Paket und wihlen Sie einen der folgenden Eintridge aus: Beibehalten, falls
das Paket zur Loschung oder Aktualisierung vorgesehen war, bzw. Nicht installieren,
falls es zur Installation geplant war. Klicken Sie zum Verwerfen der Anderungen
und zum Schlielen des Software-Managers auf Abbrechen und Verwerfen

8 Wenn Sie fertig sind, klicken Sie auf Anwenden, damit Ihre Anderungen ijbernommen
werden.

9 Falls YaST Abhéngigkeiten zu anderen Paketen auffindet, wird eine Liste der
Pakete angezeigt, die zusitzlich zum Installieren, Aktualisieren oder Entfernen aus-
gewihlt wurden. Klicken Sie auf Weiter, um sie zu akzeptieren.

Wenn alle ausgewidhlten Pakete installiert, aktualisiert bzw. geldscht sind, wird der
YaST-Software-Manager automatisch beendet.

ANMERKUNG: Installation von Quellpaketen

Das Installieren von Quellpaketen mit dem YaST-Software-Manager ist zurzeit
nicht méglich. Verwenden Sie zu diesem Zweck das Kommandozeilenwerkzeug
zypper. Weitere Informationen finden Sie unter ,,Installation von Quellpaketen*
(5. 109).

3.2.3 Aktualisieren von Paketen

Anstelle einzelne Pakete zu aktualisieren, konnen Sie auch alle installierten Pakete oder
alle Pakete aus einem bestimmten Repository aktualisieren. Bei der Sammelaktualisie-
rung von Paketen werden im Allgemeinen die folgenden Aspekte beriicksichtigt:

+ Prioritdten der Repositorys, aus denen das Paket stammen

+ Architektur des Pakets (beispielsweise x86 64, 1686, 1586)
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« Versionsnummer des Pakets

» Hersteller des Pakets

Die Aspekte, die die Auswahl der Aktualisierungskandidaten am stérksten beeinflussen,
sind abhingig von der jeweils ausgewahlten Aktualisierungsoption.

1
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Um alle installierten Pakete auf die jeweils aktuelle Version zu aktualisieren, wihlen
Sie im Hauptmenii die Option Paket > Alle Pakete > Aktualisieren, wenn neuere
Version verfiigbar.

Alle Repositorys werden geméal der folgenden Richtlinie nach moglichen Aktuali-
sierungskandidaten durchsucht: YaST versucht zuerst die Suche auf Pakete zu
begrenzen, die dieselbe Architektur und denselben Hersteller wie das installierte
Paket aufweisen. Werden Pakete gefunden, wird daraus der "bestmdgliche" Aktuali-
sierungskandidat gem&f dem nachstehenden Verfahren ausgewidhlt. Wird jedoch
kein vergleichbares Paket desselben Herstellers gefunden, so wird die Suche auf alle
Pakete mit derselben Architektur ausgeweitet. Wenn immer noch kein vergleichbares
Paket aufgefunden werden kann, werden alle Pakete betrachtet und der "bestmogliche"
Aktualisierungskandidat wird anhand der folgenden Kriterien ermittelt:

1. Repository-Prioritdt: Das Paket wird aus dem Repository genommen, das die
hochste Prioritdt besitzt.

2. Wenn bei dieser Auswahl mehrere Pakete in Frage kommen, wird das Paket mit
der "bestmoglichen" Architektur verwendet (bestmoglich: dieselbe Architektur
wie beim installierten Paket, ansonsten gilt: x86 64 > 1686 > i586).

Wenn das resultierende Paket eine hohere Versionsnummer aufweist als das instal-
lierte Paket, wird das installierte Paket aktualisiert und durch den ausgewihlten
Aktualisierungskandidaten ersetzt.

Bei dieser Option wird versucht, Anderungen an der Architektur und am Hersteller
der installierten Pakete zu vermeiden; unter bestimmten Umstinden werden diese
Anderungen jedoch zugelassen.

ANMERKUNG: Bedingungslos aktualisieren

Wenn Sie stattdessen Paket > Alle Pakete > Bedingungslos aktualisieren
verwenden, werden im Prinzip dieselben Kritieren angewendet, wobei der



aufgefundene Paketkandidat bedingungslos aktualisiert wird Diese Option
kann also bei einigen Paketen zum Downgrade fiihren.

2 Um sicherzustellen, dass die Pakete fiir eine Sammelaktualisierung aus einem
bestimmten Repository stammen, gehen Sie wie folgt vor:

2a Wihlen Sie das Repository aus, von dem aus die Aktualisierung erfolgen
soll, wie unter Abschnitt 3.2.1, ,,Ansichten fiir die Suche nach Paketen oder
Mustern® (S. 70) beschrieben.

2b Klicken Sie im rechten Bereich des Fensters auf Systempakete auf die Versio-
nen in diesem Repository umstellen. Damit gestatten Sie YaST explizit, zu
einem anderen Paketehersteller zu wechseln, wenn die Pakete ersetzt werden.

Sobald Sie auf Akzeptieren klicken, werden alle installierten Pakete durch
Pakete aus diesem Repository ersetzt, sofern verfiigbar. Dabei kénnen der
Hersteller und die Archtitektur wechseln, und unter Umstédnden wird sogar
ein Downgrade fiir einige Pakete durchgefiihrt.

2c¢ Um dies zu vermeiden, klicken Sie auf Umstellung der Systempakete auf die
Versionen in diesem Repository abbrechen. Sie konnen diesen Vorgang nur
abbrechen, bis Sie auf die Schaltfliche Akzeptieren klicken.

3 Bevor Sie Thre Anderungen iibernehmen, kénnen Sie sie iiberpriifen und bearbeiten.
Klicken Sie hierzu auf Ansicht > Installationsiiberblick. Standardméafig werden alle
Pakete aufgelistet, deren Status sich dndern wird.

4 Sobald alle Optionen gemal Ihren Anforderungen festgelegt sind, bestdtigen Sie
Thre Anderungen mit Akzeptieren. Die Sammelaktualisierung wird gestartet.

3.2.4 Priifen von Software-Abhangigkeiten

Die meisten Pakete hingen von anderen Paketen ab. Wenn ein Paket beispielsweise
eine freigegebene Bibliothek verwendet, hingt es von dem Paket ab, das diese Bibliothek
bereitstellt. Andererseits konnen einige Pakete nicht gleichzeitig nebeneinander bestehen
und verursachen einen Konflikt. (Sie kdnnen beispielsweise nur einen Mail Transfer
Agent, Sendmail oder Postfix installieren.) Beim Installieren oder Entfernen von Soft-
ware stellt der Software-Manager sicher, dass keine Abhingigkeiten oder Konflikte
ungeldst bleiben, um die Systemintegritdt zu gewidhrleisten.
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Falls es nur eine Losung zur Behebung einer Abhingigkeit oder eines Konflikts gibt,
erfolgt dies automatisch. Mehrere Losungen verursachen immer einen Konflikt, der
manuell gelost werden muss. Wenn das Losen eines Konflikts eine Hersteller- oder
Architekturdnderung erfordert, muss dieser ebenfalls manuell gelost werden. Wenn Sie
zum Ubernehmen von Anderungen im Software-Mananger auf Ubernehmen klicken,
erhalten Sie eine Ubersicht {iber alle Aktionen, die vom automatischen Resolver ausge-
16st wurden und die Sie bestdtigen miissen.

Standardmidfig werden Abhédngigkeiten automatisch gepriift. Eine Priifung erfolgt
jedesmal, wenn Sie einen Paketstatus dndern (z. B. durch Markieren eines Pakets zum
Installieren oder Loschen). Dies ist generell niitzlich, kann jedoch beim manuellen
Losen eines Abhdngigkeitskonflikts anstrengend werden. Um diese Funktion zu deak-
tivieren, entfernen Sie die Markierung von Abhdngigkeiten > Autom. iiberpriifen. Fithren
Sie eine Abhdngigkeitspriifung manuell mit Abhdngigkeiten > Jetzt iiberpriifen durch.
Eine Konsistenzpriifung wird stets durchgefiihrt, wenn Sie die Auswahl mit Ubernehmen
bestdtigen.

Um die Abhéngigkeiten eines Pakets zu priifen, klicken Sie mit der rechten Maustaste
auf das Paket und wiéhlen Sie Auflosungsinformation anzeigen. Eine Darstellung der
Abhingigkeiten wird gedffnet. Pakete, die bereits installiert sind, werden in einem
griilnen Rahmen angezeigt.

ANMERKUNG: Manuelle Auflésung von Paketkonflikten

Sofern Sie nicht sehr erfahren sind, folgen Sie den Vorschldagen von YaST bei
der Behandlung von Paketkonflikten, ansonsten sind Sie eventuell nicht in der
Lage, die Konflikte zu l6sen. Bedenken Sie, dass jede Anderung, die Sie vorneh-
men, andere Konflikte verursachen kann, d. h., Sie kdnnen ganz schnell einer
stetig wachsenden Anzahl an Konflikten gegeniiberstehen. Halten Sie in einem
solchen Fall den Software-Manager Gber Abbrechen an. Verwerfen Sie alle lhre
Anderungen und beginnen Sie noch einmal von vorne.
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Abbildung 3.1 Konfliktverwaltung des Software-Managers
X Warnung & @ B &
i sendmail-8.14.4-54.2.i586 steht in Konflikt mit postfix, angeboten von postfix-2.7.1-2.1.

Konfliktldsung:
Deinstallation von postfix-2.7.1-1.3.i586

sendmail-8.14.4-54.2.1586 nicht installieren

QK- Erneut versuchen Expertenmodus v Abbrechen

3.3 Verwenden der
GNOME-Bedienoberflache (GTK+)

Die GTK+-Oberfliche von YaST wird bei Verwendung der Desktops GNOME und
XFCE standardmiBig gestartet. Starten Sie den Software-Manager im YaST-Kontroll-
zentrum durch Auswahl von Software > Sofitware installieren oder l6schen.
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3.3.1 Ansichten fiir die Suche nach Paketen
oder Schemata

Die einfachste Methode, ein Paket zu finden, bietet das Suchfeld in der oberen rechten
Ecke der Softwareverwaltung. Geben Sie einen Suchbegriff ein und driicken Sie Einga-
betaste. Standardméfig werden Paketnamen und Zusammenfassungen durchsucht.
Klicken Sie auf das Suchobjekt, um diesen Filter zu &ndern und beispielsweise die
Dateilisten zu durchsuchen.

Die Softwareverwaltung bietet auch verschiedene Ansichten und Filter zur Anzeige
von Paketlisten. Diese stehen {iber das Pulldown-Menii in der oberen linken Ecke zur
Verfiigung:

Gruppen
Die Standardansicht listet alle Pakete sortiert nach Gruppen auf, z. B. Administra-
tionswerkzeuge, Grafik, Programmierung oder Sicherheit.
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RPM-Gruppen
Listet alle Pakete sortiert nach Funktionen mit Gruppen und Untergruppen auf.
Beispiel: Netzwerk > E-Mail > Clients.

Repositorys
Filter zur Auflistung von Paketen nach Repository. Halten Sie beim Klicken auf
die Namen von Repositorys die Strg-Taste gedriickt, um mehrere Repositorys
auszuwahlen. Das "Pseudo-Repository" @System listet alle derzeit installierten
Pakete auf.

Zum Hinzufligen, Bearbeiten oder Entfernen verfiigbarer Repositorys klicken Sie
auf Edit Repositories (Repositorys bearbeiten).

Schemata
Listet alle verfligbaren Muster fiir die Installation auf Ihrem System auf.

Sprachen
Filter zur Auflistung aller Pakete, die zum Hinzufligen einer neuen Systemsprache
erforderlich sind.

Im Feld unten rechts im Dialogfeld konnen Sie nach Paketen filtern, die Installiert,
Nicht installiert oder Upgradable (Aufriistbar) sind. Bei Auswahl des Eintrags No
Status (Ohne Status) werden alle verfiigbaren Pakete aus den konfigurierten Repositorys
unabhédngig von ihrem Status angezeigt.

3.3.2 Installieren und Entfernen von Paketen
oder Mustern

Einige Pakete sind von anderen Paketen abhingig, wie zum Beispiel freigegebene
Bibliotheken. Andererseits konnen einige Pakete nicht gleichzeitig mit anderen Paketen
auf dem System installiert sein. Diese Abhingigkeiten oder Konflikte werden nach
Moglichkeit von YaST automatisch gelost. Wenn Thre Wahl einen Abhédngigkeitskonflikt
verursacht, der nicht automatisch geldst werden kann, miissen Sie diesen Konflikt
manuell 16sen wie unter Abschnitt 3.2.4, ,,Priifen von Software-Abhéngigkeiten® (S. 75)
beschrieben.

1 Suchen Sie nach Paketen wie unter Abschnitt 3.3.1, ,,Ansichten fiir die Suche nach
Paketen oder Schemata“ (S. 78) beschrieben.
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Die gefundenen Pakete werden im rechten Fensterbereich aufgelistet. Um die
Suchergebnisse dem Paketstatus (Alle Zustinde, Nicht installiert, Installiert,
Upgradable (Aufriistbar)) entsprechend weiter zu filtern, wihlen Sie einen der Ein-
trage im Feld unten links im Dialogfeld aus. Details zu einem Paket erhalten Sie,
wenn Sie auf das Paket in der Liste klicken. Informationen wie die verfiigbaren
Versionen, Autoren und Protokolle des Pakets werden unten rechts im Fenster
angezeigt.

Zur Kennzeichnung eines Pakets zum Installieren, erneuten Installieren, Entfernen
oder Upgraden klicken Sie mit der rechten Maustaste auf das Paket und wéhlen Sie
die gewiinschte Aktion aus dem Kontextmenii aus.

TIPP: Anwenden einer Aktion auf alle aufgelisteten Pakete

Um eine Aktion auf alle Pakete anzuwenden, die im rechten Fensterbereich
aufgefiihrt sind, wahlen Sie Alle auswdhlen, klicken Sie erneut mit der
rechten Maustaste und wahlen Sie eine Aktion.

Um ein Muster zu installieren, klicken Sie mit der rechten Maustaste auf den Namen
des Musters und wihlen Sie Installieren.

Ein Schema als solches kann nicht entfernt werden. Wihlen Sie stattdessen die
Pakete des Schemas aus, das Sie entfernen mochten, und kennzeichnen Sie sie ent-
sprechend.

Wiederholen Sie zur Auswahl weiterer Pakete die oben genannten Schritte.

Vor der Ubernahme Threr Anderungen kénnen Sie sie iiberpriifen oder dndern, indem
Sie unten im Dialogfeld auf Alle Anderungen anzeigen klicken. StandardmaRig
werden alle Pakete aufgelistet, deren Status sich d&ndern wird.

Um die Anderungen fiir ein Paket zuriickzusetzen, klicken Sie auf das Symbol
Riickgiingig machen mit dem gelben Pfeil. Klicken Sie zum AbschlieBen der Uber-
priifung auf Schliefien.

Wenn Sie alle Pakete, die Sie installieren oder entfernen mdchten, ausgewihlt haben,
klicken Sie auf Anwenden, um die Anderungen zu iibernehmen.



9 Falls YaST Abhéngigkeiten von anderen Paketen festgestellt hat, wird eine Liste
der Pakete, die zusitzlich zur Installation, zum Aktualisieren oder zum Entfernen
ausgewahlt wurden, angezeigt. Klicken Sie auf Anwenden, um sie zu akzeptieren.

Nachdem alle ausgewdhlten Pakete installiert, aktualisiert oder geldscht sind, wird
der YaST-Software-Manager automatisch beendet.

ANMERKUNG: Installation von Quellpaketen

Das Installieren von Quellpaketen mit dem YaST-Software-Manager ist zurzeit
nicht méglich. Verwenden Sie zu diesem Zweck das Kommandozeilenwerkzeug

zypper. Weitere Informationen finden Sie unter ,Installation von Quellpaketen®
(5. 109).

3.3.3 Aktualisieren von Paketen

Statt einzelne Pakete zu aktualisieren, konnen Sie auch alle installierten Pakete oder
alle Pakete aus einem bestimmten Repository aktualisieren. Beim Massen-Update von
Paketen werden im Allgemeinen folgende Aspekte beriicksichtigt:

+ Prioritdten der Repositorys, die das Paket bereitstellen
+ Architektur des Pakets (z. B. x86_64, 1686, i586)

+ Versionsnummer des Pakets

+ Paketanbieter

Welche Aspekte fiir die Auswahl der moglichen Update-Pakete entscheidend sind,
hingt von der ausgewihlten Update-Option ab.

1 Um die Liste der Pakete anzuzeigen, die aktualisiert werden kénnen (Pakete mit
hoheren Versionen sind verfiigbar), wihlen Sie im Feld unten rechts Auftiistbar aus.

2 Zum Aktualisieren aller hier aufgefiihrten Pakete klicken Sie auf Alle aufriisten.

Um nur aufriistbare Pakete zu installieren, fiir die ein offizieller Patch ausgegeben
wurde, klicken Sie auf Patches aufriisten. Diese Pakete sind durch ein Patch-Tag
neben der Versionsnummer gekennzeichnet. Die Auswahl dieser Option entspricht
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einem Online-Update mit YaST wie unter Kapitel 4, YaST-Online-Update (S. 91)
beschrieben.

Wurden seit dem letzten Anwenden von Patches keine Patches ausgegeben, ist die
Schaltflache deaktiviert.

So stellen Sie sicher, dass die Pakete fiir ein Massen-Update von einem bestimmten
Repository stammen:

3a Wihlen Sie das Repository fiir das Update aus, wie unter Abschnitt 3.3.1,
,,2Ansichten fiir die Suche nach Paketen oder Schemata“ (S. 78) beschrieben.

3b Klicken Sie auf der rechten Seite des Fensters auf Systempakete auf die Ver-
sionen in diesem Repository umstellen. Damit wird YaST explizit ermdglicht,
den Paketanbieter beim Austauschen der Pakete zu wechseln.

Alle installierten Pakete werden durch Pakete ersetzt, die von diesem Repo-
sitory stammen, sofern verfiigbar. Dies kann zu Anderungen des Anbieters
und der Architektur sowie zum Downgrade einiger Pakete fiihren.

Vor der Ubernahme Ihrer Anderungen kénnen Sie sie {iberpriifen oder 4ndern, indem
Sie unten im Dialogfeld auf Alle Anderungen anzeigen klicken. StandardmiBig
werden alle Pakete aufgelistet, deren Status sich dndern wird.

Um die Systempakete nicht auf die Versionen in diesem Repository umzustellen,
klicken Sie auf die Schaltfliche Riickgdngig machen neben der entsprechenden
Option.

Wenn alle Optionen wunschgemiB festgelegt sind, bestitigen Sie Thre Anderungen
mit Anwenden, um das Massen-Update zu starten.

3.3.4 Priifen von Software-Abhdngigkeiten

Die meisten Pakete hingen von anderen Paketen ab. Wenn ein Paket z. B. eine freige-
gebene Bibliothek verwendet, hingt es von dem Paket ab, das diese Bibliothek bereit-
stellt. Andererseits konnen einige Pakete nicht gleichzeitig nebeneinander bestehen und
verursachen einen Konflikt. (Sie kdnnen beispielsweise nur einen Mail Transfer Agent,
Sendmail oder Postfix, installieren.) Beim Installieren oder Entfernen von Software
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stellt der Software-Manager sicher, dass keine Abhédngigkeiten oder Konflikte ungeldst
bleiben, um die Systemintegritit zu gewéhrleisten.

Falls es nur eine Losung zur Behebung einer Abhingigkeit oder eines Konflikts gibt,
erfolgt dies automatisch. Mehrere Losungen verursachen immer einen Konflikt, der
manuell geldst werden muss. Wenn das Losen eines Konflikts eine Hersteller- oder
Architekturdnderung erfordert, muss dieser ebenfalls manuell gelost werden. Wenn Sie
auf Anwenden klicken, um alle Anderungen im Software-Manager zu iibernehmen,
erhalten Sie eine Ubersicht aller Aktionen, die durch den automatischen Resolver aus-
geldst wurden, und miissen diese bestitigen.

Standardmifig werden Abhédngigkeiten automatisch gepriift. Eine Priifung erfolgt
jedesmal, wenn Sie einen Paketstatus dndern (z. B. durch Markieren eines Pakets zum
Installieren oder Loschen). Dies ist generell niitzlich, kann jedoch beim manuellen
Losen eines Abhdngigkeitskonflikts anstrengend werden. Um diese Funktion zu deak-
tivieren, entfernen Sie die Markierung von Abhdngigkeiten > Autom. iiberpriifen. Fiihren
Sie eine Abhingigkeitspriifung manuell mit Abhdngigkeiten > Jetzt iiberpriifen durch.
Eine Konsistenzpriifung wird stets durchgefiihrt, wenn Sie die Auswahl mit Anwenden
bestdtigen.

ANMERKUNG: Manuelle Auflésung von Paketkonflikten

Sofern Sie nicht sehr erfahren sind, folgen Sie den Vorschldgen von YaST bei
der Behandlung von Paketkonflikten, ansonsten sind Sie eventuell nicht in der
Lage, die Konflikte zu l6sen. Bedenken Sie, dass jede Anderung, die Sie vorneh-
men, andere Konflikte verursachen kann, d. h., Sie kdnnen ganz schnell einer
stetig wachsenden Anzahl an Konflikten gegeniiberstehen. Klicken Sie in diesem
Fall auf Abbrechen und Beenden, um die Softwareverwaltung zu beenden.
Starten Sie den Software-Manager erneut, um den Vorgang zu wiederholen.
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Abbildung 3.2 Konfliktverwaltung des Software-Managers
Bei der Transaktion sind einige Konflikte
A aufgetreten, die manuell behoben werden missen.

sendmail 8.14.4.54.2.i586 steht in Konflikt mit postfix,
angehoten von postfix-2.7.1-1.3.i586

Deinstallation von postfix-2.7.1-1.3.1586

sendmail-8.14 4-54 2 1586 nicht installizren

Abbrechen Anwenden

3.4 Verwalten von
Software-Repositorys und
-Diensten

Wenn Sie Software von Drittanbietern installieren mochten, fiigen Sie dem System
weitere Software-Repositorys hinzu. StandardméBig werden Produkt-Repositorys wie
openSUSE-DVD 11.3 und ein entsprechendes Aktualisierungs-Repository automatisch
wihrend der Installation konfiguriert. Abhdngig vom urspriinglich ausgew@hlten Produkt
kann eventuell auch ein separates Add-On-Repository fiir Sprachen mit Ubersetzungen,
Worterbiichern, etc. konfiguriert sein.

Zur Verwaltung der Repositorys starten Sie YaST und wihlen Sie Sofiware > Software-
Repositorys. Das Dialogfeld Konfigurierte Software-Repositorys wird gedffnet. Hier
konnen Sie auch Abonnements fiir sogenannte Dienste verwalten, indem Sie den Eintrag
Ansicht oben rechts im Dialogfeld zu Alle Dienste dndern. Ein Dienst in diesem Kontext
bezeichnet einen Repository Index Service (RIS), der ein oder mehrere Software-
Repositorys anbieten kann. Ein solcher Dienst kann dynamisch von seinem Adminis-
trator oder Hersteller gedndert werden.
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Jedes Repository enthdlt Dateien mit einer Beschreibung des Repository-Inhalts (Pak-
etnamen, Versionen usw.). Diese Repository-Beschreibungsdateien werden in einen
lokalen Cache heruntergeladen, der von YaST genutzt wird. Um deren Integritét
sicherzustellen, kdnnen Software-Repositorys mit dem GPG-Schliissel des Repository
Maintainers signiert werden. Immer, wenn Sie ein neues Repository hinzufiigen, bietet
YaST die Moglichkeit, seinen Schliissel zu importieren.

WARNUNG: Einstufen externer Softwarequellen als vertrauenswiirdig

Vergewissern Sie sich vor dem Hinzufligen externer Software-Repositorys zu
Ihrer Repository-Liste, dass das betreffende Repository vertrauenswiirdig ist.
openSUSE tragt keine Verantwortung fiir potenzielle Probleme, die durch
Installation von Software aus Software-Repositorys von Drittanbietern auftreten.

3.4.1 Hinzufiigen von Software-Repositorys

Sie kdnnen Repositorys wahlweise von einem Wechselmedium (z. B. CD, DVD oder
USB-Massenspeicher) oder von einem Netzwerk hinzufiigen.

Zum Hinzufiigen von Repositorys iiber das Dialogfeld Configured Software Repositories
in YaST gehen Sie wie folgt vor:

1 Klicken Sie auf Hinzufiigen.

2 Wihlen Sie in der Liste der verfiigbaren Medientypen den Typ fiir Ihr Repository
aus:

In den meisten Féllen ist die Standardoption URL angeben ausreichend.

Um ein Repository von einem Wechselmedium hinzuzufiigen, wéhlen Sie die ent-
sprechende Option, und legen Sie das Medium ein bzw. verbinden Sie das USB-
Gerdt mit dem Rechner.

3 Sie kdnnen nun die Option Repository-Beschreibungsdateien herunterladen wahlen.
Wenn diese Option nicht aktiviert ist, 1adt YaST die Dateien spiter automatisch
herunter, wenn sie bendtigt werden. Klicken Sie auf Weifer, um fortzufahren.

4 Wenn Sie ein Repository aus dem Netzwerk hinzufiigen, geben Sie die angeforderten
Daten ein. Fahren Sie mit Weiter fort.
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Je nach hinzugefiigtem Repository werden Sie gefragt, ob der GPG-Schliissel
importiert werden soll, mit dem das Repository signiert ist, oder Sie werden aufge-
fordert, eine Lizenz zu akzeptieren.

Sobald Sie diese Meldungen bestitigt haben, werden die Metadaten von YaST her-
untergeladen und analysiert, und das Repository wird in die Liste Konfigurierte
Repositorys aufgenommen.

Passen Sie ggf. die Eigenschafien fiir das Repository wie unter Abschnitt 3.4.2,
,» Verwalten von Repository-Eigenschaften® (S. 87) beschrieben an, oder bestdtigen
Sie Thre Anderungen mit OK. Das Konfigurationsdialogfeld wird geschlossen.

Nun kénnen Sie Software aus diesem Repository installieren, wie unter Abschnitt 3.2,
,, Verwenden der KDE-Schnittstelle (Qt)* (S. 69) beschrieben. Abschnitt 3.3, ,, Verwenden
der GNOME-Bedienoberfliche (GTK+)“ (S. 77)

YaST bietet auBerdem die Option zum Hinzufiigen von Community-Repositorys.
Hiermit kénnen Sie ein Repository des openSUSE®-Build-Dienstes hinzufiigen, bei-
spielsweise das Mozilla-Repository (mit Paketen mit der jeweils aktuellen Version von
Firefox und Thunderbird).

Prozedur 3.1 Konfigurieren von Community-Repositorys

1

2
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Starten Sie YaST und wéhlen Sie Software > Software-Repositorys.
Klicken Sie auf Hinzufiigen.
Wihlen Sie Community-Repositorys und fahren Sie mit Weiter fort.

Wihlen Sie aus der vorkonfigurierten Liste von Repositorys diejenigen, die Sie
hinzufiigen mdchten, indem Sie die entsprechenden Kontrollkdstchen markieren.
Beispielsweise wird das Mozilla-Repository als openSUSE BuildService - Mozilla
aufgelistet.

Bestdtigen Sie Ihre Auswahl mit OK.

Akzeptieren Sie den Import des GnuPG-Schliissels. Sie miissen fiir jedes ausgewahlte
Repository einen Schliissel importieren.



6 Die neuen Software-Repositorys werden nun in der Ubersicht Konfigurierte Sofiware-
Repositorys aufgelistet. Klicken Sie auf OK, um die Konfiguration der Software-
Repositorys beizubehalten.

3.4.2 Verwalten von
Repository-Eigenschaften

In der Ubersicht Konfigurierte Software-Repositorys unter Software-Repositorys kénnen
Sie die folgenden Repository-Eigenschaften dndern:

Status
Der Repository-Status kann Aktiviert oder Deaktiviert lauten. Sie kénnen nur
Pakete von Repositorys installieren, die aktiviert sind. Klicken Sie zum voriiberge-
henden Ausschalten eines Repositorys auf Deaktivieren. Alternativ kénnen Sie auf
einen Repository-Namen klicken und so den Status umschalten. Wenn ein Reposi-
tory vollstindig entfernt werden soll, klicken Sie auf Léschen.

Aktualisieren
Beim Aktualisieren eines Repositorys wird seine Inhaltsbeschreibung (Paketnamen,
Versionen usw.) in einen lokalen Cache heruntergeladen, den YaST benutzt. Fiir
statische Repositorys wie CDs oder DVDs geniigt dies einmal, wohingegen Repo-
sitorys mit sich hdufig &nderndem Inhalt hdufig aktualisiert werden sollten. Akti-
vieren Die einfachste Mdglichkeit, einen Repository-Cache auf dem neuesten Stand
zu halten, bietet die Option Automatisch aktualisieren. Zur manuellen Aktualisierung
klicken Sie auf Aktualisieren und wihlen Sie eine der Optionen.

Heruntergeladene Pakete nicht loschen
Pakete von entfernten Repositorys werden vor der Installation heruntergeladen.
Standardmidfig werden Sie bei einer erfolgreichen Installation geloscht. Wenn Sie
Heruntergeladene Pakete nicht loschen aktivieren, werden die heruntergeladenen
Pakete beibehalten. Der Download-Speicherort wirdin /etc/zypp/zypp.conf
konfiguriert, standardmaBig ist dies /var/cache/zypp/packages.

Prioritdt
Die Prioritiit eines Repositorys ist ein Wert zwischen 1 und 200, wobei 1 die
hochste und 200 die niedrigste Prioritit bezeichnet. Alle mit YaST hinzugefiigten
Repositorys erhalten standardmiBig die Prioritdt 00. Wenn Sie keinen bestimmten
Prioritatswert fiir ein Repository festlegen mochten, kénnen Sie auch den Wert 0
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angeben. Das Repository erhélt in diesem Fall die Standardprioritdt (99). Wenn
ein Paket in mehr als einem Repository vorhanden ist, hat das Repository mit der
hochsten Prioritdt Vorrang. Damit kdnnen Sie vermeiden, dass Pakete unnétig aus
dem Internet heruntergeladen werden, weil ein lokales Repository (beispielsweise
eine DVD) eine hohere Prioritét erhilt.

WICHTIG: Prioritadt versus Version

Das Repository mit der hdchsten Prioriat wird auf jeden Fall bevorzugt.
Stellen Sie daher sicher, dass das Update-Repository immer die hochste
Prioritat hat (standardmaRig 20), andernfalls installieren Sie womdglich
eine veraltete Version, die erst beim nachsten Online-Update aktualisiert
wird.

Wenn Sie Repositorys hinzufiigen, die neue Versionen fiir Programme bie-
ten, die mit openSUSE geliefert wurden (z. B. ein Repository mit der
neuesten KDE- oder GNOME-Version), stellen Sie sicher, dass diese liber
eine hohere Prioritat als die Standard-Repositorys verfligen, denn sonst
werden Pakete aus diesen Repositorys standardmaRig nicht installiert.

Name und URL
Wenn Sie den Namen oder die URL eines Repositorys dndern mochten, wéahlen
Sie das Repository mit einem einfachen Klick in der Liste aus und klicken Sie dann
auf Bearbeiten.

3.4.3 Verwalten von Repository-Schliisseln

Um deren Integritét sicherzustellen, konnen Software-Repositorys mit dem GPG-
Schliissel des Repository Maintainers signiert werden. Immer, wenn Sie ein neues
Repository hinzufiigen, bietet YaST Thnen an, seinen Schliissel zu importieren. Uber-
priifen Sie ihn wie jeden anderen GPG-Schliissel und stellen Sie sicher, dass er nicht
gedndert wird. Wenn Sie feststellen, dass der Schliissel gedndert wurde, koénnte es sich
um einen Fehler im Repository handeln. Deaktivieren Sie das Repository als Installati-
onsquelle, bis Sie die Ursache fiir die Schliisselanderung kennen.

Klicken Sie zur Verwaltung aller importierten Schliissel auf GPG-Schliissel... im Dia-
logfeld Konfigurierte Software-Repositorys. Wahlen Sie einen Eintrag mit der Maus.
Die Schliisseleigenschaften werden unten im Fenster angezeigt. Sie konnen Schliissel
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Hinzufiigen, Bearbeiten oder Loschen, indem Sie auf die entsprechenden Schaltflichen
klicken.
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YaST-Online-Update

openSUSE bietet fortlaufend Software-Sicherheitsupdates fiir [hr Produkt. Standardma-
Big stellt das Miniprogramm fiir die Aktualisierung sicher, dass Ihr System stets auf
dem neuesten Stand ist. Weitere Informationen zu diesem Miniprogramm finden Sie
unter Abschnitt ,,Halten Sie Thr System auf dem neuesten Stand* (Kapitel 3, Installieren,
Entfernen und Aktualisieren von Software, 1Start). Dieses Kapitel behandelt das alter-
native Tool filir die Aktualisierung von Software-Paketen: YaST-Online-Update.

Die aktuellen Patches fiir openSUSE® sind iiber ein Aktualisierungssoftware-Reposi-
tory erhiltlich, das automatisch wihrend der Installation konfiguriert wird. Alternativ
konnen Sie ein Aktualisierungs-Repository manuell von einer verbiirgten Quelle hinzu-
fiigen. Starten Sie zum Hinzufligen oder Entfernen von Repositories den Repository-

Manager iiber Software > Software-Repositorys in YaST. Weitere Informationen zum

Repository Manager finden Sie in Abschnitt 3.4, ,, Verwalten von Software-Repositorys
und -Diensten® (S. 84).

openSUSE bietet Aktualisierungen mit verschiedenen Relevanzstufen:

Sicherheits-Updates
Beseitigen ernsthafte Sicherheitsrisiken und sollten auf jeden Fall installiert werden.

Empfohlene Updates
Beseitigen Probleme, die Threm Rechner schaden kdnnen.

Optionale Updates
Beseitigen nicht sicherheitsrelevante Probleme oder bieten Verbesserungen.
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4.1 Das Dialogfeld
"Online-Aktualisierung"

Das YaST-Dialogfeld Online-Aktualisierung ist in zwei Toolkit-Varianten verfiigbar:
GTK (fiir GNOME) und Qt (fiir KDE). Beide Bedienoberflichen unterscheiden sich
zwar im Erscheinungsbild, bieten jedoch im Prinzip dieselben Funktionen. Die folgenden
Abschnitte enthalten eine kurze Beschreibung der einzelnen Funktionen. Zum Offnen
des Dialogfelds starten Sie YaST und wihlen Sie Sofiware > Online-Aktualisierung
aus. Stattdessen konnen Sie es auch von der Kommandozeile aus mit dem Kommando

yast2 online_update starten.

4.1.1 KDE-Bedienoberflache (Qt)

Das Fenster Online-Update ist in vier Abschnitte unterteilt.

Abbildung 4.1 YaST-Online-Update — Qt-Bedienoberfliche
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Im Abschnitt Zusammenfassung auf der linken Seite werden die verfiigbaren Patches
fiir openSUSE aufgelistet. Die Patches werden nach Sicherheitsrelevanz (Sicherheit,
Empfohlen und Optional) sortiert. Sie konnen die Ansicht des Abschnitts

92 Referenz



Zusammenfassung dndern, indem Sie eine der folgenden Optionen unter Patch-Kategorie
anzeigen auswéhlen:

Erforderliche Patches (Standardansicht)
Nicht installierte Patches fiir Pakete, die auf Ihrem System installiert sind.

Nicht erforderliche Patches
Patches fiir Pakete, die nicht auf IThrem System installiert sind, oder Patches, die
nicht mehr erforderlich sind (weil die relevanten Pakete bereits von einer anderen
Quelle aktualisiert wurden).

Alle Patches
Alle fiir openSUSE verfiigbaren Patches.

Jeder Listeneintrag im Abschnitt Zusammenfassung besteht aus einem Symbol und dem
Patch-Namen. Eine Ubersicht der mdglichen Symbole und deren Bedeutung erhalten
Sie, wenn Sie die Taste Umschalttaste + F1 driicken. Die erforderlichen Aktionen fiir
Patches der Kategorie Sicherheit und Empfohlen sind automatisch voreingestellt.
Moglich sind die Aktionen Automatisch installieren, Automatisch aktualisieren und
Automatisch loschen.

Wenn Sie ein aktuelles Paket aus einem anderen als dem Aktualisierungs-Repository
installieren, kénnen die Anforderungen eines Patches fiir dieses Paket mit dieser
Installation erfiillt sein. In diesem Fall wird ein Hikchen vor der Patchzusammenfassung
angezeigt. Das Patch wird in der Liste angezeigt, bis Sie es fiir die Installation kenn-
zeichnen. Dadurch wird nicht das Patch installiert (da das Paket bereits aktuell ist),
sondern das Patch als installiert gekennzeichnet.

Wiéhlen Sie einen Eintrag im Abschnitt Zusammenfassung aus, um eine kurze Patch-
Beschreibung unten links im Dialogfeld anzuzeigen. Im Abschnitt oben rechts werden
die Pakete aufgefiihrt, die im ausgewihlten Patch enthalten sind (ein Patch kann aus
mehreren Paketen bestehen). Klicken Sie im Abschnitt oben rechts auf einen Eintrag,
um Details zu dem entsprechenden Paket, das im Patch enthalten ist, anzuzeigen.

4.1.2 GNOME-Bedienoberflache (GTK)

Das Fenster Online-Aktualisierung ist in vier Hauptabschnitte unterteilt.
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Abbildung 4.2 YaST-Online-Update — GTK-Bedienoberfliche
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Im Abschnitt oben rechts werden die verfiigbaren (oder bereits installierten) Patches
fiir openSUSE aufgefiihrt. Um Patches nach Sicherheitsrelevanz zu filtern, klicken Sie
auf den entsprechenden Eintrag Prioritdt oben rechts im Fenster: Sicherheit,
Empfohlen, Optional oder Any priority (Beliebige Prioritit).

Wenn alle verfiigbaren Patches bereits installiert sind, werden unter Package listing
(Paketliste) im Abschnitt rechts oben keine Eintrige angezeigt. Das Feld im Abschnitt
unten links zeigt die Anzahl der verfiigbaren und der bereits installierten Patches an
und ermdglicht ein Umschalten der Ansicht auf Verfiighar oder Installiert.

Wihlen Sie einen Eintrag im Abschnitt Paketliste aus, um eine Patch-Beschreibung
und weitere Details unten rechts im Dialogfeld anzuzeigen. Da ein Patch aus mehreren
Paketen bestehen kann, klicken Sie auf den Eintrag Giiltig fiir im Abschnitt unten rechts,
um festzustellen, welche Pakete im entsprechenden Patch enthalten sind.
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Klicken Sie auf einen Patch-Eintrag, um eine Zeile mit detaillierten Informationen zu
dem Patch im unteren Fensterbereich anzuzeigen. Hier sehen Sie eine detaillierte
Beschreibung fiir den Patch sowie die verfligbaren Versionen. Sie konnen auf Installieren
klicken, um optionale Patches zu installieren — Sicherheitspatches und empfohlene
Patches sind bereits zur Installation vorausgewahit.

4.2 Installieren von Patches

Im YaST-Dialogfeld "Online-Aktualisierung" kénnen Sie entweder alle verfiigbaren
Patches in einem Schritt installieren oder die Patches, die Sie auf Thr System anwenden
mochten, manuell auswihlen. Aullerdem kdnnen Sie Patches, die auf das System
angewendet wurden, zuriicksetzen.

StandardmafBig sind alle neuen Patches (auBler den optionalen), die derzeit fiir Ihr
System verfligbar sind, bereits zur Installation markiert. Sie werden automatisch ange-
wendet, sobald Sie auf Ubernehmen oder Anwenden klicken.

Prozedur 4.1 Anwenden von Patches mit YaST-Online-Update

1 Starten Sie YaST und wihlen Sie Sofiware > Online-Aktualisierung.

2 Um alle neuen Patches automatisch anzuwenden (mit Ausnahme der optionalen
Patches), die zurzeit fiir Ihr System verfiigbar sind, klicken Sie auf Anwenden oder
Ubernehmen, um die Installation der vorab ausgewihlten Patches zu starten.

3 So dndern Sie zundchst die Auswahl der Patches, die Sie anwenden mochten:

3a Verwenden Sie die entsprechenden Filter und Ansichten, die die GTK- und
Qt-Bedienoberflichen bereitstellen. Detaillierte Informationen finden Sie
unter Abschnitt 4.1.1, ,,KDE-Bedienoberfliche (Qt)“ (S. 92) und
Abschnitt 4.1.2, ,, GNOME-Bedienoberfliche (GTK)“ (S. 93).

3b Wiéhlen Sie Patches Ihren Anforderungen und Wiinschen entsprechend aus
oder heben Sie die Auswahl auf, indem Sie das entsprechende Kontrollkast-
chen aktivieren oder deaktivieren (GNOME) oder indem Sie mit der rechten
Maustaste auf den Patch klicken und die gewiinschte Aktion im Kontextmenii
auswihlen (KDE).
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WICHTIG: Anwenden von Sicherheits-Updates ohne Ausnahme

Heben Sie jedoch die Auswahl von sicherheitsrelevanten Patches
nur auf, wenn Sie dazu einen stichhaltigen Grund haben. Diese Patches
beseitigen ernsthafte Sicherheitsrisiken und schiitzen Ihr System vor
Exploits.

3c Die meisten Patches umfassen Aktualisierungen fiir mehrere Pakete. Wenn
Sie Aktionen fiir einzelne Pakete andern mdchten, klicken Sie mit der rechten
Maustaste auf eine Paketansicht und wihlen Sie eine Aktion (KDE).

3d Bestidtigen Sie Thre Auswahl und wenden Sie die ausgewahlten Patches mit

Anwenden oder Ubernehmen an.

4 Klicken Sie nach abgeschlossener Installation auf Beenden, um das YaST-Dialogfeld
Online-Aktualisierung zu verlassen. Thr System ist nun auf dem neuesten Stand.

TIPP: Deaktivieren von deltarpms

StandardmaRig werden Aktualisierungen als deltarpms heruntergeladen. Da
der Neuaufbau von rpm-Paketen aus deltarpms eine Speicher- und CPU-auf-
wandige Aufgabe ist, kdnnen bestimmte Setups oder Hardwarekonfigurationen
das Deaktivieren der deltarpms-Verwendung aus Leistungsgriinden erfordern.

Um die Verwendung von deltarpms zu deaktivieren, bearbeiten Sie die Datei

/etc/zypp/zypp.conf und legen download.use_deltarpmauf false
fest.

4.3 Automatische Online-Updates

YaST bietet aulerdem die Moglichkeit, ein automatisches Update mit taglichem,
wochentlichem oder monatlichem Zeitplan einzurichten. Um das entsprechende Modul
zu verwenden, miissen Sie zunéichst das Paket

yast2-online-update-configuration installieren.
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Prozedur 4.2 Konfigurieren des automatischen Online-Updates

1

Nach der Installation starten Sie YaST und wédhlen Sie Software > Einrichtung der
Online-Aktualisierung.

Sie konnen das Modul auch mit dem Kommando

yast2 online_update_configuration von der Kommandozeile aus
starten.

Aktivieren Sie die Option Automatische Online-Aktualisierung.

Wihlen Sie aus, ob das Update Tdglich, Wochentlich oder Monatlich ausgefiihrt
werden soll.

Einige Patches, z. B. Kernel-Updates oder Pakete mit Lizenzvereinbarungen, erfordern
Benutzerinteraktion, wodurch der automatische Aktualisierungsprozess angehalten
wiirde.

Damit Lizenzvereinbarungen automatisch akzeptiert werden, aktivieren Sie die
Option Lizenzen zustimmen.

Wihlen Sie aus, ob Sie Interaktive Patches iiberspringen mochten fiir den Fall, dass
der Aktualisierungsprozess vollstdndig automatisch fortgesetzt werden soll.

WICHTIG: Uberspringen von Patches

Wenn Sie Pakete, die Benutzerinteraktion erfordern, iberspringen, flihren

Sie regelmadlRig eine manuelle Online-Aktualisierung aus, um diese Patches

ebenfalls zu installieren. Andernfalls entgehen lhnen méglicherweise wichtige
Patches.

6 Bestitigen Sie die Konfiguration mit OK.
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Installieren von Paketen aus
dem Internet

StandardmaBig ist es nur mdoglich, Pakete von konfigurierten und aktivierten Repositorys
zu installieren. Neben diesen offiziellen Repositorys, die wihrend der Installation
konfiguriert werden, gibt es zahlreiche andere Repositorys. Der openSUSE® Build-
Service stellt mehrere Hundert bereit, und es gibt auch eine Menge von Repositorys
von anderen Anbietern; siehe dazu http://en.opensuse.org/Additional

_package_repositories.

openSUSE bietet zwei bequeme Mdglichkeiten zur Installation aus diesen Repositorys,
ohne dass diese zuvor abonniert werden miissen. Die Methode 1-Click Install
ermdglicht Ihnen, Pakete direkt von einem Webbrowser zu installieren, wiahrend Sie
mit der YaST-Paketsuche nahezu alle bekannten Repositorys auf openSUSE abfragen
lassen. Sie konnen jedes von der Paketsuche gefundene Paket direkt installieren.

WARNUNG: Einstufen externer Softwarequellen als vertrauenswiirdig

Stellen Sie vor der Installation von externen Software-Repositorys sicher, dass
diese verbiirgt sind. openSUSE tragt keine Verantwortung fiir potenzielle Pro-
bleme, die durch Installation von Software aus Software-Repositorys von Drit-
tanbietern auftreten.
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5.1 1-Click-Install

Die Installation mit 1-Click-Install steht in vielen Repositorys zur Verfiigung,
die auf der Weboberflache durchsucht werden kénnen. Eine sehr hiufig verwendete
Schnittstelle ist die openSUSE Build Service-Softwaresuche.

Prozedur 5.1 Installation von Paketen aus dem openSUSE BuildService iiber 1-Click
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Starten Sie die openSUSE Build-Service-Software-Suche unter http://
software.opensuse.org/search.

Wiéhlen Sie Thre Systemversion aus dem Dropdown-Meni, z. B. openSUSE
11.3.

Geben Sie den Namen des zu installierenden Pakets ein, z. B. den OpenStreetMap-
Editor josm.

Zum Verfeinern der Suche passen Sie die Optionen fiir die Suche Thren Anforde-
rungen entsprechend an.

Klicken Sie auf Suchen.

Wihlen Sie aus der Ergebnisliste das bevorzugte Objekt, indem Sie auf seine
Schaltflache 1-Click Install klicken.

Wihlen Sie im Download-Dialogfeld des Webbrowsers aus, dass die Datei mit
dem YaST Meta-Package-Handler gedftnet werden soll.

Das 1-Click-Installationsprogramm &ffnet das Dialogfeld Zusdtzliche Software-
Repositorys. Das Dialogfeld enthilt die Repositorys mit den Paketen, die Sie per
1-Click Install installieren mochten. Diese werden standardmaBig aktiviert.
Um die Installation fortzusetzen, behalten Sie die Repository-Auswahl bei. Stan-
dardméBig wird das Abonnement fiir diese Repositorys nach Abschluss der

Installation beibehalten, so dass Sie deren Aktualisierungen in Zukunft erhalten.

Wenn Sie die neuen Repositorys stattdessen nur einmal verwenden mochten,
deaktivieren Sie das Kontrollkdstchen Abonnement dieser Repositorys nach der
Installation beibehalten. Klicken Sie auf Weiter, um fortzufahren.
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9 Wihlen Sie nun die Softwarepakete aus, die installiert werden sollen. In der Regel
miissen Sie die Standardauswahl nicht dndern. Klicken Sie auf Weiter, um fortzu-
fahren.

10 Im Bildschirm Vorschlag wird Ihre Auswahl zusammengefasst. Klicken Sie auf
Anpassen, um die Konfigurationsschritte von oben neu zu beginnen. Klicken Sie
auf Weiter und Ja, um mit der Installation fortzufahren.

11 Geben Sie das root-Passwort ein, um die Installation zu beginnen. Falls ein
neues Repository hinzugefiigt wurde, miissen Sie auch den Import des GnuPG-
Schliissels fiir das Repository bestdtigen. Wahrend der Installation werden einige
Popup-Fenster tiber den Verlauf angezeigt, in denen keine Interaktion erforderlich
ist. Klicken Sie nach dem Lesen der Meldung "Installation war erfolgreich" auf
Fertig stellen.

TIPP: Deaktivieren der Funktion "1-Click Install"

Wenn Sie die 1-Click-Install-Funktion deaktivieren méchten, deinstallieren Sie
das yast2-Metapackage-Handler-Paket mit YaST. Sie kdnnen auch folgen-
des Kommando als root:-Benutzer eingeben:

rpm —-e yast2-metapackage-handler

5.2 YaST-Paketsuche

Eine Internetverbindung vorausgesetzt kdnnen Sie auch Pakete von allen bekannten
Repositorys fiir openSUSE direkt tiber die YaST-Paketsuche suchen und installieren.
Dieses Modul ist ein YaST-Frontend fiir die unter http://packages.opensuse
—community.org/ verfiigbare Webpin-Paketsuche. Das YaST-Modul ist nicht
standardmédBig verfiigbar. Sie miissen zunéchst das Paket yast2—-packager—-webpin
installieren.

Prozedur 5.2 Installieren von Paketen mit der YaST-Paketsuche

1 Starten Sie die Paketsuche im YaST-Kontrollzentrum {iber Sofiware > Paketsuche.

2 Suchen Sie nach einem Softwarepaket, indem Sie dessen Namen im Feld Suchaus-
druck eingeben und auf Suchen klicken.
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Das Suchergebnis wird auf dem Karteireiter Gefundene Pakete aufgefiihrt. Klicken
Sie auf einen Paketnamen, um die Repository-URL, die Paketversionsnummer und
die Architektur im Fensterbereich Paketbeschreibung zu sehen.

WARNUNG: Genaue Uberpriifung der Paketinformationen

Vergewissern Sie sich vor der Installation der Software, dass diese auf einem
verbiirgten Repository gehostet ist. Uberpriifen Sie auch, ob die Architektur
mit Threm System kompatibel ist (x86_64-Pakete kdnnen nur auf 64-Bit-
Systemen installiert werden).

Markieren Sie ein Paket zur Installation, indem Sie dessen Kontrollkdstchen aktivie-
ren. Sie konnen mehrere Pakete gleichzeitig markieren. Sie konnen sogar eine neue
Suche fiir andere Pakete starten, ohne die aktuelle Auswahl zu verlieren, die immer
unter Alle ausgewdhliten Pakete verfligbar ist. Wenn Sie mit der Auswahl der Pakete
fertig sind, fahren Sie fort mit Weiter.

Im Dialogfeld Zusdtzliche Software-Repositorys werden die Repositorys mit den
Pakten aufgefiihrt, die Sie installieren mochten. Diese werden standardmaBig aktiviert.
Um die Installation fortzusetzen, behalten Sie die Repository-Auswahl bei. Standard-
maBig wird das Abonnement fiir diese Repositorys nach Abschluss der Installation
beibehalten, so dass Sie deren Aktualisierungen in Zukunft erhalten.

Wenn Sie die neuen Repositorys stattdessen nur einmal verwenden méchten, deak-
tivieren Sie das Kontrollkdstchen Abonnement dieser Repositorys nach der Installa-
tion beibehalten. Klicken Sie auf Weiter, um fortzufahren.

Wihlen Sie nun die Softwarepakete aus, die installiert werden sollen. In der Regel
miissen Sie die Standardauswahl nicht dndern. Klicken Sie auf Weiter, um fortzufah-
ren.

Im Bildschirm Vorschlag wird Thre Auswahl zusammengefasst. Klicken Sie auf
Anpassen, um die Konfigurationsschritte von oben neu zu beginnen. Klicken Sie auf
Weiter und Ja, um mit der Installation fortzufahren.

Bestitigen Sie das nichste Dialogfeld. Falls ein neues Repository verwendet wird,
miissen Sie auch den Import des GnuPG-Schliissels dieses Repositorys bestitigen.
Bei der Installation erscheinen einige Popup-Fenster mit der Fortschrittsanzeige, bei
denen kein Eingreifen erforderlich ist. Klicken Sie nach dem Lesen der Meldung
"Installation war erfolgreich" auf Fertig stellen.
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Installieren von
Add-On-Produkten

Add-On-Produkte sind Systemerweiterungen. Sie kdnnen ein Add-On-Produkt eines
Drittanbieters oder eine spezielle Erweiterung fiir openSUSE® installieren (beispiels-
weise eine CD mit Unterstiitzung fiir weitere Sprachen oder eine CD mit Bindrtreibern).
Zum Installieren eines neuen Add-on-Produkts starten Sie YaST und wihlen Sie Sofi-
ware > Add-On-Produkte. Sie konnen verschiedene Arten von Produktmedien auswéh-
len, wie zum Beispiel CD, FTP, USB-Massenspeichergerate (wie USB-Flash-Laufwerke
oder -Disks) oder ein lokales Verzeichnis. Dariiber hinaus kénnen Sie direkt mit ISO-
Dateien arbeiten. Wenn Sie ein Add-On als ISO-Dateimedium hinzufiigen mochten,
wdbhlen Sie Local ISO Image (Lokales ISO-Image) und geben Sie den Path to ISO
Image (Pfad zum ISO-Image) ein. Der Repository-Name ist frei wihlbar.

6.1 Add-Ons

Fiihren Sie die folgenden Schritte aus, um ein neues Add-On zu installieren:

1 Wihlen Sie in YaST Sofiware > Add-On-Produkte, um eine Ubersicht iiber alle
installierten Add-On-Produkte zu erhalten.

2 Zum Installieren eines neuen Add-On-Produkts klicken Sie auf Hinzufiigen.

3 Wihlen Sie in der Liste der verfiigbaren Medientypen den Typ aus, der Ihrem
Repository entspricht.
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4 Um ein Repository von einem Wechsellaufwerk hinzuzufligen, wihlen Sie die ent-
sprechende Option aus und legen Sie das Medium ein bzw. schlielen Sie das USB-
Gerit an den Rechner an.

5 Sie kdnnen auswihlen, ob Sie jetzt Dateien mit Repository-Beschreibung herunter-
laden mochten. Wenn diese Option nicht aktiviert ist, 1adt YaST die Dateien spater
automatisch herunter, wenn sie benétigt werden. Klicken Sie auf Weiter, um fortzu-
fahren.

6 Wenn Sie ein Repository aus einem Netzwerk hinzufiigen, geben Sie die Daten ein,
zu deren Eingabe Sie aufgefordert werden. Fahren Sie mit Weiter fort.

7 Abhingig vom hinzugefiigten Repository werden Sie mdglicherweise gefragt, ob
Sie den GPG-Schliissel, mit dem es signiert ist, importieren mdchten, oder Sie werden
aufgefordert, einer Lizenz zuzustimmen.

Nach Bestdtigung dieser Meldungen 1ddt YaST die Metadaten herunter und analysiert
sie. Aullerdem wird das Repository der Liste Konfigurierte Repositorys hinzugefiigt.

8 Passen Sie die Repository-FEigenschaften bei Bedarf wie unter Abschnitt 3.4.2,
,» Verwalten von Repository-Eigenschaften® (S. 87) beschrieben an oder bestétigen
Sie Thre Anderungen mit OK, um das Konfigurationsdialogfeld zu schlieBen.

9 Nachdem Sie das Repository fiir die Add-On-Medien erfolgreich hinzugefiigt haben,
wird der Software-Manager gestartet und Sie kénnen Pakete installieren. Weitere
Informationen finden Sie unter Kapitel 3, Installieren bzw. Entfernen von Software
(S. 67).

6.2 Binartreiber

Manche Hardware-Komponenten erfordern fiir eine korrekte Funktion Binértreiber
ohne Quellcode. Wenn Sie iiber solche Hardware verfiigen, suchen Sie in den Versions-
hinweisen Informationen zur Verfligbarkeit von Bindrtreibern fiir Ihr System. Zum
Lesen der Versionshinweise 6fthen Sie YaST und wéhlen Sie Verschiedenes > Hinweise
zur Version.
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Verwalten von Software mit
Kommandozeilen-Tools

Dieses Kapitel behandelt zypper und RPM, zwei Kommandozeilen-Tools zum Verwalten
von Software. Eine Definition der in diesem Kontext verwendeten Terminologie (bei-

spielsweise Repository, Patch oder Update) finden Sie unter Abschnitt 3.1,
,Definition der Begriffe® (S. 68).

7.1 Verwenden von zypper

Zypper ist ein Kommandozeilen-Paketmanager fiir Installation, Aktualisierung und
Loschung von Paketen sowie zum Verwalten von Repositorys. Damit kénnen Sie
Software per Fernzugriff oder mithilfe von Shell-Skripten verwalten.

7.1.1 Alligemeine Verwendung

Die allgemeine Syntax von Zypper sieht wie folgt aus:

zypper [global-options] command [command-options] [arguments] ...

Die Komponenten in Klammern sind nicht erforderlich. Am einfachsten fiihren Sie
Zypper aus, indem Sie seinen Namen gefolgt von einem Kommando eingeben. Geben

Sie z. B. fiir das Anwenden aller erforderlichen Patches auf den Systemtyp das Folgende
ein:

zypper patch

Zusitzlich konnen Sie aus einer oder mehreren globalen Optionen wihlen, indem Sie
sie direkt vor dem Kommando eingeben. Beispielspielsweise fiihrt
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—-—non-interactive das Kommando ohne Eingabeaufforderungen aus (und wendet
automatisch die Standardantworten an):

zypper —-non-interactive patch

Um die spezifischen Optionen fiir ein bestimmtes Kommando zu benutzen, geben Sie
sie direkt nach dem Kommando ein. Beispielsweise werden mit
-—auto-agree-with-1licenses alle erforderlichen Patches auf das System

angewendet, ohne eine Bestdtigung von Lizenzen anzufordern (sie werden automatisch
akzeptiert):

zypper patch --auto-agree-with-licenses

Einige Kommandos erfordern ein oder mehrere Argumente. Bei der Verwendung des
Installationskommandos z. B. miissen Sie angeben, welche Pakete zu installieren sind:

zypper install mplayer

Einige Optionen erfordern auch ein Argument. Das folgende Kommando listet alle
bekannten Muster auf:

zypper search -t pattern

Sie kdnnen alle obigen Optionen kombinieren. Beispielsweise werden mit dem folgenden
Kommando mplayer-und amarok-Pakete mithilfe des factory-Repositorys
installiert und ausfiihrlich angegeben:

zypper -v install --from factory mplayer amarok

Mit der Option ——from bleiben alle Repositorys aktiviert (damit alle Abhdngigkeiten
aufgeldst werden konnen), wenn das Paket aus dem angegebenen Repository abrufen
wird.

Die meisten Zypper-Kommandos besitzen eine dry—run-Option, die eine Simulation
des angegebenen Kommandos ausfiihrt. Sie kann fiir Tests verwendet werden.

zypper remove —--dry-run MozillaFirefox

7.1.2 Installieren und Entfernen von
Software mit zypper

Verwenden Sie zur Installation oder Loschung von Paketen die folgenden Kommandos:
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zypper install package name
zypper remove package_name

Zypper kennt verschiedene Moglichkeiten, Pakete fiir die Installations- und Léschkom-
mandos anzugeben:

nach dem exakten Paketnamen (und Versionsnummer)

zypper in MozillaFirefox

oder

zypper in MozillaFirefox-3.5.3

nach dem Repository-Alias und Paketnamen

zypper in mozilla:MozillaFirefox
Dabei ist mozi11a der Alias des Repositorys, aus dem installiert werden soll.

nach Paketname mit Platzhalterzeichen
Das folgende Kommando installiert alle Pakete, deren Name mit "Moz" beginnt.
Verwenden Sie diese Moglichkeit mit d&u3erster Umsicht, vor allem beim Entfernen
von Paketen.

zypper in Moz*

nach Funktion
Wenn Sie beispielsweise ein perl-Modul installieren mdchten, ohne den Namen
des Pakets zu kennen, sind Funktionen praktisch:

zypper in 'perl (Time::ParseDate)'

nach Funktion und/oder Architektur und/oder Version
Zusammen mit einer Funktion konnen Sie eine Architektur (wie 1586 oder
x86_64) und/oder eine Version angeben. Der Version muss ein Operator voran-
gehen: < (kleiner als), <= (kleiner oder gleich), = (gleich), >= (grofer oder gleich),
> (grofer als).
zypper in 'firefox.x86_64"

zypper in 'firefox>=3.5.3"'
zypper in 'firefox.x86_64>=3.5.3"

nach dem Pfad der RPM-Datei
Sie konnen einen lokalen oder entfernten Pfad zu einem Paket angeben:
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zypper in /tmp/install/MozillaFirefox.rpm
zypper in
http://download.cpensuse . arg/repositaries/mozilla/SUSE Factory/x86_64/MozillaFirefox-3.5.3-1.3.x86_64.ram

Zum gleichzeitigen Installieren und Entfernen von Paketen verwenden Sie die Modifi-
katoren +/—. Zum gleichzeitigen Installieren von emacs und Entfernen von vim ver-
wenden Sie Folgendes:

zypper install emacs -vim

Zum gleichzeitigen Entfernen von emacs und Installieren von vim verwenden Sie
Folgendes:

zypper remove emacs +vim

Um zu vermeiden, dass der mit — beginnende Paketname als Kommandooption inter-
pretiert wird, verwenden Sie ihn stets als das zweite Argument. Falls dies nicht méglich
ist, stellen Sie ihm —— voran:
zypper install -emacs +vim
zypper install vim -emacs

zypper install -- -emacs +vim
zZypper remove emacs +vim

Wrong

Correct

same as above
same as above

H o

Wenn Sie (zusammen mit einem bestimmten Paket) alle Pakete entfernen mochten, die
nach dem Entfernen dieses Pakets nicht mehr erforderlich sind, verwenden Sie die
Option —-clean-deps:

rm package_name --clean-deps

StandardmidfBig verlangt Zypper eine Bestitigung, bevor ein ausgewihltes Paket
installiert oder entfernt wird oder wenn ein Problem auftritt. Mit der Option
—-—non-interactive konnen Sie dieses Verhalten deaktivieren. Die Option muss

jedoch vor dem tatsdchlich auszufithrenden Kommando (Installieren,Entfernen
oder Patch) angegeben werden, wie im Folgenden:

zypper --non-interactive install package_name

Mit dieser Option kann Zypper auch in Skripten und Cron-Auftrigen verwendet werden.

WARNUNG: Entfernen Sie keine obligatorischen Systempakete.

Entfernen Sie keine Pakete wie glibc, zypper, kernel oder dhnliche Pakete.
Diese Pakete sind obligatorisch fiir das System. Wenn sie entfernt werden, kann
das System instabil werden oder seine Funktion komplett einstellen.
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Installation von Quellpaketen

Wenn Sie das entsprechende Quellpaket eines Pakets installieren mochten, verwenden
Sie:

zypper source-install package_name

Dieses Kommando installiert auch die Build-Abhdngigkeiten des angegebenen Pakets.
Wenn Sie dies nicht wiinschen, fiigen Sie den Schalter —D hinzu. Um nur die Build-
Abhéngigkeiten zu installieren, verwenden Sie —d.

zypper source-install -d package_name # source package only
zypper source-install -D package_name # build dependencies only

Natiirlich gelingt dies nur, wenn das Repository mit den Quellpaketen in Threr Reposi-
tory-Liste aktiviert ist (es wird standardmaBig hinzugefiigt, aber nicht aktiviert). Details
zur Repository-Verwaltung finden Sie unter Abschnitt 7.1.4, ,,Verwalten von Repositorys
mit Zypper” (S. 113).

Eine Liste aller Quellpakete, die in Thren Repositorys verfiigbar sind, konnen Sie wie
folgt abrufen:

zypper search -t srcpackage

Dienstprogramme

Wenn Sie priifen mdchten, ob alle Abhdngigkeiten noch erfiillt sind, und fehlende
Abhidngigkeiten reparieren mochten, verwenden Sie:

zypper verify

Zusitzlich zu Abhédngigkeiten, die erfiillt sein miissen, "empfehlen" einige Pakete
andere Pakete. Diese empfohlenen Pakete werden installiert, wenn sie aktuell verfiigbar
und installierbar sind. Falls empfohlene Pakete erst nach der Installation des empfeh-
lenden Pakets (durch Hinzufiigen zusitzlicher Pakete oder zusétzlicher Hardware) zur
Verfiigung steht, verwenden Sie das folgende Kommando:

zypper install-new-recommends
Dieses Kommando ist nach dem Anschlie3en einer Webcam oder eines WLAN-Gerits
duBerst niitzlich. Hiermit werden Treiber fiir das Gerat und die zugehérige Software

installiert, sofern verfiigbar. Die Treiber und die zugehorige Software sind nur dann
installierbar, wenn bestimmte Hardware-Abhingigkeiten erfiillt sind.
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7.1.3 Aktualisieren von Software mit zypper

Es gibt drei verschiedene Moglichkeiten, Software mithilfe von Zypper zu installieren:
durch Installation von Patches, durch Installation einer neuen Version eines Pakets oder
durch Aktualisieren der kompletten Distribution. Letzters wird mit dem Kommando
zypper dist-upgrade erreicht, das in Abschnitt 14.1, ,,Upgrade des Systems*
(S. 239) behandelt wird.

Installieren von Patches

Um alle offiziell herausgegebenen Patches fiir [hr System zu installieren, fithren Sie
einfach Folgendes aus:

zypper patch

In diesem Fall werden alle in Ihren Repositorys vorhandenen Patches auf Relevanz
iberpriift und bei Bedarf installiert. Das obige Kommando ist alles, was Sie brauchen,
um sie bei Bedarf anzuwenden.

Zypper kennt drei unterschiedliche Kommandos, um die Verfiigbarkeit von Patches
abzufragen:

zypper patch-check
Listet die Anzahl der bendtigten Patches auf (Patches, die fiir Ihr System gelten,
aber noch nicht installiert sind)

~ # zypper patch-check

Loading repository data...

Reading installed packages...

5 patches needed (1 security patch)

zypper list-patches
Listet alle benotigten Patches auf (Patches, die fiir Ihr System gelten, aber noch
nicht installiert sind)

~ # zypper list-patches
Loading repository data...
Reading installed packages...

Repository | Name | Version | Category | Status
———————————————————————————————————— t—————
Updates for openSUSE 11.3 11.3-1.82 | lxsession | 2776 | security | needed
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zypper patches
Listet alle fiir openSUSE verfiigbaren Patches auf, unabhédngig davon, ob sie bereits
installiert sind oder fiir Ihre Installation gelten.

Sie konnen auch Patches fiir bestimmte Probleme auflisten und installieren. Dazu geben
Sie das Kommando zypper 1ist-patches mitden folgenden Optionen ein:

—-bugzilla[=Nummer]
Listet alle erforderlichen Patches fiir Probleme mit Bugzilla auf. Optional kénnen
Sie eine Fehlernummer angeben, wenn nur Patches fiir diesen bestimmten Fehler
aufgefiihrt werden sollen.

——cve [=number]
Listet alle erforderlichen Patches fiir CVE-Probleme (Common Vulnerabilities and
Exposures, hdufige Sicherheitsliicken und Gefdhrdungen) auf bzw. nur Patches fiir
eine bestimmte CVE-Nummer, sofern angegeben.

Zum Installieren eines Patches fiir ein bestimmtes Bugzilla- oder CVE-Problem verwen-
den Sie die folgenden Kommandos:

zypper patch —--bugzilla=number

oder

zypper patch —--cve=number

Zum Installieren eines Sicherheits-Patches mit der CVE-Nummer CVE-2010-2713
fithren Sie beispielsweise Folgendes aus:

zypper patch --cve=CVE-2010-2713

Installieren von Updates

Wenn ein Repository neue Pakete enthilt, aber keine Patches zur Verfiigung stellt, zeigt
zypper patch keinerlei Wirkung. Verwenden Sie zum Aktualisieren aller installierten
Pakete mit neueren verfiigbaren Versionen:

zypper update

Zum Aktualisieren einzelner Pakete geben Sie das Paket mit dem Aktualisierungs- oder
Aktualisierungskommando an:

zypper update package_name
zypper install package name
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Mit dem Kommando kann eine Liste mit allen neuen installierbaren Paketen abgerufen
werden.

zypper list-updates

Dieses Kommando listet ausschlieBlich Pakete auf, die die folgenden Kriterien erfiillen:
+ stammt von demselben Hersteller wie das bereits installierte Paket

+ umfasst Repositorys mit mindestens derselben Prioritit wie das bereits installierte
Paket

« ist installierbar (alle Abhingigkeiten wurden erfiillt)

Eine Liste aller neuen verfiigbaren Pakete (unabhédngig davon, ob diese Pakete instal-
lierbar sind oder nicht) erhalten Sie mit Folgendem:

zypper list-updates --all

Um festzustellen, warum ein neues Paket nicht installiert werden kann, verwenden Sie
einfach das Kommando zum Installieren oder Aktualisieren, wie oben beschrieben.

Aktualisieren auf eine neue Produktversion

Um die Installation schnell und einfach auf eine neue Produktversion zu aktualisieren
(beispielsweise von openSUSE 11.2 auf openSUSE 11.3), passen Sie zunéchst die
Repositorys so an, dass sie den aktuellen Repositorys fiir openSUSE entsprechen.
Detaillierte Informationen finden Sie in Abschnitt 7.1.4, ,,Verwalten von Repositorys
mit Zypper“ (S. 113). Fithren Sie dann das Kommando zypper dist-upgrade fir
die erforderlichen Repositorys aus. Dieses Kommando stellt sicher, dass alle Pakete
aus den aktuell aktivierten Repositorys installiert werden. Siehe dazu Abschnitt 14.1.4,
,Distributions-Upgrade mit Zypper® (S. 242).

Um das Distributions-Upgrade auf Pakete aus einem bestimmten Repository zu
beschranken, wahrend gleichzeitig die anderen Repositorys im Hinblick auf die
Abhingigkeiten beriicksichtigt werden, verwenden Sie die Option ——£ r om option und
geben Sie das Repository wahlweise mit dem Alias, der Nummer oder der URI an.
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ANMERKUNG: Unterschiede zwischen zypper update und zypper
dist-upgrade

Waihlen Sie zypper update, um Pakete auf neuere Versionen zu aktualisieren,
die fiir lhre Produktversion verfligbar sind, und die Systemintegritdt beizube-
halten. zypper update richtet sich nach den folgenden Regeln:

keine Herstelleranderungen
keine Architekturdanderungen
keine Zuriickstufung
installierte Pakete behalten

Bei zypper dist-upgrade werden alle Pakete aus den derzeit aktivierten
Repositorys installiert. Diese Regel ist erzwungen, d. h. Pakete kdnnten einen
anderen Hersteller oder eine andere Architektur haben oder sogar zuriickgestuft
werden. Alle Pakete, die nach der Aktualisierung unerfiillte Abhangigkeiten
aufweisen, werden deinstalliert.

7.1.4 Verwalten von Repositorys mit Zypper

Samtliche Installations- und Patch-Kommandos von Zypper sind von der Liste der
bekannten Repositorys abhdngig. Um alle dem System bekannten Repositorys aufzulis-
ten, verwenden Sie das Kommando:

zypper repos

oder

zypper 1lr

Das Ergebnis ist der folgenden Ausgabe dhnlich:
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Beispiel 7.1 Zypper — Liste der bekannten Repositorys

# | Alias | Name | Enabled | Refresh
e o o o
1 | Updates | Updates | Yes | Yes

2 | openSUSE 11.2-0 | openSUSE 11.2-0 | No | No

3 | openSUSE-11.2-Debug | openSUSE-11.2-Debug | No | Yes

4 | openSUSE-11.2-Non-Oss | openSUSE-11.2-Non-Oss | Yes | Yes

5 | openSUSE-11.2-Oss | openSUSE-11.2-0Oss | Yes | Yes

6 | openSUSE-11.2-Source | openSUSE-11.2-Source | No | Yes

Bei der Angabe von Repositorys kann in verschiedenen Kommandos ein Alias, URI
oder eine Repository-Nummber aus der Ausgabe des Kommandos zypper repos
verwendet werden. Ein Repository-Alias ist eine Kurzform des Repository-Namens,
der in Repository-Kommandos verwendet wird. Beachten Sie dabei, dass sich die
Repository-Nummern nach dem Bearbeiten der Repository-Liste &ndern kénnen. Der
Alias dndert sich nie von alleine.

Standardmidfig werden Details wie URI oder Prioritit des Repositorys nicht angezeigt.
Verwenden Sie das folgende Kommando, um alle Details aufzulisten:

zypper lr -d

Hinzufiigen von Repositorys

Zum Hinzufiigen eines Repository, fithren Sie Folgendes aus:

zypper addrepo URI alias

URT kann ein Internet-Repository, eine Netzwerkressource, ein Verzeichnis oder eine
CD oder DVD sein (fiir Details siehe http://en.opensuse.org/openSUSE:
Libzypp_URIs). Der Alias ist ein Kiirzel und eine eindeutige Kennung fiir das
Repository. Sie konnen ihn frei wihlen, vorausgesetzt, er ist eindeutig. Zypper gibt
eine Warnung aus, wenn Sie einen Alias angeben, der bereits verwendet wird.

Entfernen von Repositorys

Wenn ein Repository von der Liste entfernt werden soll, verwenden Sie das Kommando

zypper removerepo zusammen mit dem Alias oder der Nummer des zu 16schenden
Repositorys. Zum Entfernen des Repositorys, das im dritten Eintrag in Beispiel 7.1,
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»Zypper — Liste der bekannten Repositorys* (S. 114) aufgefiihrt ist, verwenden Sie
beispielsweise das folgende Kommando:

zypper removerepo 3

Andern von Repositorys

Aktivieren oder deaktivieren von Repositorys mit zypper modifyrepo.Mitdiesem
Kommando kénnen Sie auch die Eigenschaften des Repositorys (z. B. Aktualisierungs-
verhalten, Name oder Prioritit) 4ndern. Das folgende Kommando aktiviert das Reposi-
tory mit dem Namen updates, aktiviert die automatische Aktualisierung und stellt
seine Prioritdt auf 20 ein:

zypper mr —-er -p 20 'updates'

Das Andern von Repositorys ist nicht auf ein einziges Repository beschrinkt — Sie
kénnen auch Gruppen bearbeiten:

—a: alle Repositorys

—1: lokale Repositorys

-t entfernte Repositorys

-m TYPE: Repositorys eines bestimmten Typs (wobei TYPE eines der folgenden sein
kann: http, https, ftp, cd, dvd, dir, file, cifs, smb, nfs, hd, iso)

Zum Umbenennen eines Repository-Alias verwenden Sie das Kommando
renamerepo. Das folgende Beispiel dndert den Alias von Mozilla Firefox in
firefox:

zypper renamerepo 'Mozilla Firefox' firefox

7.1.5 Abfragen von Repositorys und Paketen
mit Zypper

Zypper bietet zahlreiche Methoden zur Abfrage von Repositorys oder Paketen. Verwen-
den Sie die folgenden Kommandos, um eine Liste aller verfiigbaren Produkte, Muster,
Pakete oder Patches zu erhalten:

zypper products

zypper patterns

zypper packages
zypper patches
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Zur Abfrage aller Repositorys auf bestimmte Pakete verwenden Sie search. Es gilt
fiir Paketnamen oder optional fiir Paketzusammenfassungen und -beschreibungen.
Verwenden der Platzhalterzeichen * und ?mit dem Suchbegriff ist erlaubt. Standard-
maBig unterscheidet der Suchvorgang keine Grof3- und Kleinschreibung.

zypper se firefox simple search for "firefox"

zypper se *fire* using wildcards

#
#
zypper se -d fire # also search in package descriptions and summaries
zypper se -u firefox # only display packages not already installed

Verwenden Sie zur Suche nach Paketen, die eine spezielle Funktion bieten, das Kom-
mando what-provides. Wenn Sie beispielsweise wissen mochten, welches Paket
das perl-Modul SVN: : Core bereitstellt, verwenden Sie das folgende Kommando:

zypper what-provides 'perl (SVN::Core)'

Um einzelne Pakete abzufragen, verwenden Sie info mit einem exakten Paketnamen
als Argument. Damit werden detaillierte Informationen zu einem Paket angezeigt. Um
auch die Elemente abzurufen, die fiir das Paket erforderlich/empfohlen sind, verwenden
Sie die Optionen ——requires und ——recommends:

zypper info —--requires MozillaFirefox

Daswhat-provides—-Paket gleichtdemrpm -q --whatprovides-Paket,
aber rpm ist nur fiir Abfragen der RPM-Datenbank (die Datenbank aller installierten
Pakete) moglich. zypper informiert Sie auf der anderen Seite iiber Anbieter der Mog-
lichkeit von einem beliebigen Repository, nicht nur von denen, die installiert sind.

7.1.6 Konfigurieren von Zypper

Zypper ist nunmehr mit einer Konfigurationsdatei ausgestattet, in der Sie die Arbeits-
weise von Zypper dauerhaft verdndern kénnen (wahlweise systemweit oder benutzer-
spezifisch). Fiir systemweite Anderungen bearbeiten Sie /et c/zypp/zypper . conf.
Fiir benutzerspezifische Anderungen bearbeiten Sie ~/ . zypper . conf. Falls ~/
.zypper . conf noch nicht vorhanden ist, konnen Sie /et c/zypp/zypper . conf
als Schablone verwenden. Kopieren Sie diese Dateiin ~/ . zypper . conf und passen
Sie sie nach Thren Anforderungen an. Weitere Informationen zu den verfiigbaren
Optionen finden Sie in den Kommentaren in der Datei.
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7.1.7 Fehlersuche

Falls Probleme beim Zugriff auf Pakete von konfigurierten Repositorys auftreten (bei-
spielsweise kann Zypper ein bestimmtes Paket nicht finden, obwohl Sie wissen, dass
sich dieses Paket in einem der Repositorys befindet), kann schon das Aktualisieren der
Repositorys Abhilfe bringen:

zypper refresh

Falls das nicht wirkt, probieren Sie Folgendes:

zypper refresh -fdb

Damit wird eine vollstdndige Aktualisierung und ein kompletter Neuaufbau der
Datenbank erzwungen, auflerdem ein erzwungener Download von Roh-Metadaten.

7.1.8 Weiterfiihrende Informationen

Geben Sie fiir weitere Informationen zur Verwaltung von Software das Kommando
zypper helpoder zypper help in die Kommandozeile einoderrufen
Sie die man-Seite zypper (8) auf. Eine ausfiihrliche Kommandoreferenz mit Tricks
zu den wichtigsten Kommandos sowie Informationen zur Verwendung von Zypper in
Skripten und Anwendungen finden Sie unter http://wiki.opensuse.org/
SDB: Zypper_usage. Eine Liste der Software-Anderungen in der aktuellen openSU-
SE-Version finden Sie unter . [http://wiki.opensuse.orqg/SDB: Zypper
_changes_11.3].

7.2 RPM - der Paket-Manager

RPM (RPM Package Manager) wird fiir die Verwaltung von Softwarepaketen verwendet.
Seine Hauptbefehle lauten rpm und rpmbui 1d. In der leistungsstarken RPM-Datenbank
konnen Benutzer, Systemadministratoren und Paketersteller ausfiihrliche Informationen
zur installierten Software abfragen.

Im Wesentlichen hat rpm fiinf Modi: Installieren/Deinstallieren (oder Aktualisieren)

von Software-Paketen, Neuaufbauen der RPM-Datenbank, Abfragen der RPM-Basis
oder individuellen RPM-Archive, Integritétspriifung der Pakete und Signieren von
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Paketen. rpmbuild ermoglicht das Aufbauen installierbarer Pakete von Pristine-
Quellen.

Installierbare RPM-Archive sind in einem speziellen bindren Format gepackt. Diese
Archive bestehen aus den zu installierenden Programmdateien und aus verschiedenen
Metadaten, die bei der Installation von rpm benutzt werden, um das jeweilige Softwa-
repaket zu konfigurieren, oder die zu Dokumentationszwecken in der RPM-Datenbank
gespeichert werden. RPM-Archive haben fiir gew6hnlich die Dateinamenserweiterung
.rpm.

TIPP: Pakete zur Software-Entwicklung

Bei etlichen Paketen sind die zur Software-Entwicklung erforderlichen Kompo-
nenten (Bibliotheken, Header- und Include-Dateien usw.) in eigene Pakete
ausgelagert. Diese Entwicklungspakete werden nur bendtigt, wenn Sie Software
selbst kompilieren moéchten (beispielsweise die neuesten GNOME-Pakete).
Solche Pakete sind am Namenszusatz —devel zu erkennen, z. B. die Pakete
alsa-devel, gimp-devel und libkde4-develdevel.

7.2.1 Priifen der Authentizitit eines Pakets

RPM-Pakete sind mit GnuPG signiert. Verwenden Sie zum Verifizieren der Signatur
eines RPM-Pakets das Kommando rpm —-checksig package-1.2.3.rpm.
So kénnen Sie feststellen, ob das Paket von Novell/SUSE oder einer anderen verbiirgten
Einrichtung stammt. Dies ist insbesondere bei Update-Paketen aus dem Internet zu
empfehlen.

7.2.2 Verwalten von Paketen: Installieren,
Aktualisieren und Deinstallieren

In der Regel kann ein RPM-Archiv einfach installiert werden: rpm —i
package.rpnm. Mit diesem Kommando wird das Paket aber nur dann installiert, wenn
seine Abhingigkeiten erfiillt sind und keine Konflikte mit anderen Paketen bestehen.
rpm fordert per Fehlermeldung die Pakete an, die zum Erfiillen der Abhingigkeiten
installiert werden miissen. Im Hintergrund stellt die RPM-Datenbank sicher, dass keine
Konflikte entstehen: Jede spezifische Datei darf nur zu einem Paket geh6éren. Durch
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die Wahl anderer Optionen kénnen Sie rpm zwingen, diese Standards zu ignorieren,
jedoch ist dies nur fiir Spezialisten gedacht. Andernfalls wird damit die Integritét des
Systems gefahrdet und moglicherweise die Update-Féhigkeit aufs Spiel gesetzt.

Die Optionen —U oder ——upgrade und -F oder ——freshen kdnnen fiir das Update
eines Pakets benutzt werden (z. B.: rom -F paket.rpm). Dieser Befehl entfernt
die Dateien der alten Version und installiert sofort die neuen Dateien. Der Unterschied
zwischen den beiden Versionen besteht darin, dass mit —U auch Pakete installiert werden,
die vorher nicht im System vorhanden waren, wohingegen mit —F nur zuvor installierte
Pakete aktualisiert werden. Bei einem Update verwendet r pm zur sorgfiltigen Aktuali-
sierung der Konfigurationsdateien die folgende Strategie:

+ Falls eine Konfigurationsdatei vom Systemadministrator nicht gedndert wurde,
installiert rpm die neue Version der entsprechenden Datei. Es sind keine Eingriffe
seitens des Administrators notig.

+ Falls eine Konfigurationsdatei vom Systemadministrator vor dem Update gedndert
wurde, speichert rpm die gednderte Datei mit der Erweiterung . rpmorig oder
.rpmsave (Sicherungsdatei) und installiert nur dann die Version aus dem neuen
Paket, wenn sich die urspriinglich installierte Datei und die neue Version unterschei-
den. Vergleichen Sie in diesem Fall die Sicherungsdatei (. rpmor ig oder
. rpmsave) mit der neu installierten Datei und nehmen Sie Ihre Anderungen erneut
in der neuen Datei vor. Loschen Sie anschliefend unbedingt alle . rpmorig- und
.rpmsave-Dateien, um Probleme mit zukiinftigen Updates zu vermeiden.

* .rpmnew-Dateien erscheinen immer dann, wenn die Konfigurationsdatei bereits
existiert und wenn die Kennung noreplace mit der . spec-Datei angegeben
wurde.

Im Anschluss an ein Update sollten alle . rpmsave- und . rpmnew-Dateien nach
einem Abgleich entfernt werden, damit sie bei zukiinftigen Updates nicht stéren. Die
Erweiterung . rpmor ig wird zugewiesen, wenn die Datei zuvor nicht von der RPM-
Datenbank erkannt wurde.

Andernfalls wird . rpmsave verwendet. Mit anderen Worten: . rpmor ig entsteht
bei einem Update von einem Fremdformat auf RPM. . rpmsave entsteht bei einem
Update aus einem dlteren RPM auf einen neueren RPM. . rpmnew informiert nicht
dariiber, ob der Systemadministrator die Konfigurationsdatei gedndert hat. Eine Liste
all dieser Dateien ist in /var/adm/rpmconfigcheck verfiigbar. Einige Konfigu-
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rationsdateien (wie /etc/httpd/httpd. conf) werden nicht iiberschrieben, um
den weiteren Betrieb zu ermoglichen.

Der Schalter —U ist nicht einfach gleichbedeutend mit der Deinstallation mit der Option
—e und der Installation mit der Option —1i. Verwenden Sie —U, wann immer mdglich.

Zum Entfernen eines Pakets geben Sie rpm -e paket ein. rpm l6scht das Paket
nur, wenn keine ungeldsten Abhéngigkeiten vorhanden sind. Theoretisch ist es
unmoglich, beispielsweise Tcl/Tk zu 16schen, solange eine andere Anwendung Tcl/Tk
noch bendtigt. Auch in diesem Fall nutzt RPM die Datenbank zur Unterstiitzung. Falls
in einem Ausnahmefall ein solcher Loschvorgang nicht moglich ist (selbst wenn keine
Abhingigkeiten mehr bestehen), kann es niitzlich sein, die RPM-Datenbank mit der
Option ——rebuilddb neu aufzubauen.

7.2.3 RPM und Patches

Um die Betriebssicherheit eines Systems zu garantieren, miissen von Zeit zu Zeit
Update-Pakete auf dem System installiert werden. Bisher konnte ein Fehler in einem
Paket nur eliminiert werden, indem das vollstindige Paket ersetzt wurde. Umfangreiche
Pakete mit Bugs in kleinen Dateien kdnnen leicht zu diesem Szenario fithren. Jedoch
bietet SUSE RPM nun eine Funktion, mit der Patches in Pakete installiert werden
konnen.

Die wichtigsten Uberlegungen dazu werden am Beispiel pine aufgezeigt:

Ist der Patch-RPM fiir mein System geeignet?
Um dies zu priifen, fragen Sie zundchst die installierte Version des Pakets ab. Im
Fall von pine verwenden Sie das Kommando:

rpm —gq pine
pine-4.44-188

Priifen Sie dann, ob der Patch-RPM sich fiir diese Version von pine eignet:

rpm —-gp —--basedon pine-4.44-224.i586.patch.rpm
pine = 4.44-188
pine 4.44-195
pine 4.44-207

Dieser Patch passt zu drei verschiedenen Versionen von pine. Auch die im Beispiel
installierte Version wird aufgefiihrt, d. h. der Patch kann installiert werden.
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Welche Dateien werden durch den Patch ersetzt?
Die durch einen Patch betroffenen Dateien konnen leicht im Patch-RPM abgelesen
werden. Der rpm-Parameter —P ermdglicht die Auswahl von speziellen Patch-
Funktionen. Zeigen Sie die Dateiliste mit dem folgenden Befehl an:
rpm —-gpPl pine-4.44-224.i586.patch.rpm
/etc/pine.conf

/etc/pine.conf.fixed
/usr/bin/pine

Oder verwenden Sie, falls der Patch bereits installiert ist, den folgenden Befehl:

rpm —-gPl pine
/etc/pine.conf
/etc/pine.conf.fixed
/usr/bin/pine

Wie kann ein Patch-RPM im System installiert werden?
Patch-RPMs werden wie normale RPMs verwendet. Der einzige Unterschied liegt
darin, dass ein passender RPM bereits installiert sein muss.

Welche Patches sind bereits auf dem System installiert und zu welchen Paketversionen
gehoren sie?
Eine Liste aller im System installierter Patches kann iiber den Befehl rpm —gPa
angezeigt werden. Wenn nur ein Patch in einem neuen System installiert ist (wie
in unserem Beispiel), sieht die Liste wie folgt aus:

rpm —-gPa
pine-4.44-224

Wenn Sie zu einem spdteren Zeitpunkt wissen mdchten, welche Paketversion
urspriinglich installiert war, kénnen Sie auch diese Information der RPM-Datenbank
entnehmen. Fiir pine rufen Sie diese Information mit dem folgenden Befehl ab:

rpm —-g —-basedon pine
pine = 4.44-188

Weitere Informationen, auch zur Patch-Funktion von RPM, stehen auf den man-Seiten
von rpm und rpmbui 1d zur Verfligung.

ANMERKUNG: Offizielle Aktualisierungen fiir openSUSE

Damit die Download-GroRe von Updates moglichst klein gehalten wird, werden
offizielle Updates fiir openSUSE nicht als Patch-RPMs, sondern als Delta-RPM-
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Pakete zur Verfligung gestellt. Weitere Informationen finden Sie unter
Abschnitt 7.2.4, ,Delta-RPM-Pakete” (S. 122).

7.2.4 Delta-RPM-Pakete

Delta-RPM-Pakete enthalten die Unterschiede zwischen einer alten und einer neuen
Version eines RPM-Pakets. Wenn Sie ein Delta-RPM auf ein altes RPM anwenden,
ergibt dies ein ganz neues RPM. Es ist nicht erforderlich, dass eine Kopie des alten
RPM vorhanden ist, da ein Delta-RPM auch mit einem installierten RPM arbeiten kann.
Die Delta-RPM-Pakete sind sogar kleiner als Patch-RPMs, was beim Ubertragen von
Update-Paketen {iber das Internet von Vorteil ist. Der Nachteil ist, dass Update-Vorgidnge
mit Delta-RPMs erheblich mehr CPU-Zyklen beanspruchen als normale oder Patch-
RPMs.

Die Bindrdateien prepdeltarpm, writedeltarpmund applydeltarpm sind
Teil der Delta-RPM-Suite (Paket de1tarpm) und helfen Thnen beim Erstellen und
Anwenden von Delta-RPM-Paketen. Mit den folgenden Befehlen erstellen Sie ein
Delta-RPM mit dem Namen new.delta.rpm. Der folgende Befehl setzt voraus,
dass 01d.rpmund new. rpm vorhanden sind:

prepdeltarpm -s seq -i info old.rpm > old.cpio

prepdeltarpm -f new.rpm > new.cpio

xdelta delta -0 old.cpio new.cpio delta
writedeltarpm new.rpm delta info new.delta.rpm

Entfernen Sie zum Schluss die temporidren Arbeitsdateien o1d.cpio, new.cpio
und delta.

Mit applydeltarpmkdénnen Sie den neuen RPM aus dem Dateisystem rekonstruieren,
wenn das alte Paket bereits installiert ist:

applydeltarpm new.delta.rpm new.rpm

Um es aus dem alten RPM abzuleiten, ohne auf das Dateisystem zuzugreifen, verwenden
Sie die Option —r:

applydeltarpm -r old.rpm new.delta.rpm new.rpm

Technische Details finden Sie in /usr/share/doc/packages/deltarpm/
README.
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7.2.5 RPM Abfragen

Mit der Option —q initiiert rpm Abfragen und ermdglicht es, ein RPM-Archiv zu priifen
(durch Hinzufiigen der Option —p) und auch die RPM-Datenbank nach installierten
Paketen abzufragen. Zur Angabe der benétigten Informationsart stehen mehrere
Schalter zur Verfligung. Weitere Informationen hierzu finden Sie unter Tabelle 7.1,
,Die wichtigsten RPM-Abfrageoptionen® (S. 123).

Tabelle 7.1 Die wichtigsten RPM-Abfrageoptionen

-f FILE

——dump

——provides

--requires, -R

——-Skripten

Paketinformation

Dateiliste

Abfrage nach Paket, das die Datei FTLE enthilt. (FILE
muss mit dem vollstdndigen Pfad angegeben werden.)

Dateiliste mit Statusinformation (impliziert —1)
Nur Dokumentationsdateien auflisten (impliziert —1)
Nur Konfigurationsdateien auflisten (impliziert —1)

Dateiliste mit vollstdndigen Details (mit -1, —c oder —d
benutzen)

Funktionen des Pakets auflisten, die ein anderes Paket mit
—-requires anfordern kann

Féhigkeiten, die das Paket benétigt

Installationsskripten (preinstall, postinstall, uninstall)

Beispielsweise gibt der Befehl rom —g —-i wget die in Beispiel 7.2, ,,rpm -q -1 wget*
(S. 124) gezeigte Information aus.

Verwalten von Software mit Kommandozeilen-Tools

123



124

Beispiel 7.2 rpm -q -i wget

Name : wget Relocations: (not relocatable)
Version :1.11.4 Vendor: openSUSE

Release : 1.70 Build Date: Sat 01 Aug 2009
09:49:48 CEST

Install Date: Thu 06 Aug 2009 14:53:24 CEST Build Host: buildl8
Group : Productivity/Networking/Web/Utilities Source RPM:
wget-1.11.4-1.70.src.rpm

Size : 1525431 License: GPL v3 or later
Signature : RSA/8, Sat 01 Aug 2009 09:50:04 CEST, Key ID b88b2fd43dbdc284
Packager : http://bugs.opensuse.org

URL : http://www.gnu.org/software/wget/

Summary : A Tool for Mirroring FTP and HTTP Servers

Description

Wget enables you to retrieve WWW documents or FTP files from a server.
This can be done in script files or via the command line.

[...]

Die Option —f funktioniert nur, wenn Sie den kompletten Dateinamen mit dem voll-
standigen Pfad angeben. Sie konnen so viele Dateinamen wie nétig angeben. Beispiels-
weise fiihrt der folgende Befehl

rpm -q -f /bin/rpm /usr/bin/wget

zum Ergebnis:

rpm-4.8.0-4.3.x86_64
wget-1.11.4-11.18.x86_64

Wenn nur ein Teil des Dateinamens bekannt ist, verwenden Sie ein Shell-Skript, wie
in Beispiel 7.3, ,,Skript fiir die Suche nach Paketen® (S. 124) gezeigt. Ubergeben Sie
den partiellen Dateinamen als Parameter beim Aufruf des Skripts.

Beispiel 7.3 Skript fiir die Suche nach Paketen

#! /bin/sh

for i in $(rpm -g -a -1 | grep $1); do
echo "\"$i\" is in package:"
rpm —q —-f $i
echo nn

done

Das Kommando rpm —-gq —-changelog rpm zeigt eine detaillierte Liste der
Anderungsinformation zu einem bestimmten Paket (in diesem Fall das rpm-Paket)
nach Datum sortiert an.
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Mithilfe der installierten RPM-Datenbank sind Uberpriifungen moglich. Leiten Sie die
Uberpriifungen mit -V, —y oder ——verify ein. Mit dieser Option zeigt rpm alle
Dateien in einem Paket an, die seit der Installation gedndert wurden. rpm verwendet
acht verschiedene Zeichen als Hinweis auf die folgenden Anderungen:

Tabelle 7.2 RPM-Uberpriifungsoptionen

5 MD5-Priifsumme

IS Dateigrofie

L Symbolischer Link

T Anderungszeit

D Major- und Minor-Gerdtenummern

U Eigentiimer

G Gruppe

M Modus (Berechtigungen und Dateityp)

Bei Konfigurationsdateien wird der Buchstabe ¢ ausgegeben. Beispielsweise fiir
Anderungen an /etc/wgetrc (wget-Paket):

rpm -V wget
S.5....T ¢ /etc/wgetrc

Die Dateien der RPM-Datenbank werden in /var/1lib/rpm abgelegt. Wenn die
Partition /usr eine Grof3e von 1 GB aufweist, kann diese Datenbank beinahe 30 MB
belegen, insbesondere nach einem kompletten Update. Wenn die Datenbank viel grofer
ist als erwartet, kann es niitzlich sein, die Datenbank mit der Option ——rebuilddb
neu zu erstellen. Legen Sie zuvor eine Sicherungskopie der alten Datenbank an. Das
cron-Skript cron.daily legt tiglich (mit gzip gepackte) Kopien der Datenbank an
und speichert diese unter /var/adm/backup/rpmdb. Die Anzahl der Kopien wird
durch die Variable MAX_RPMDB_BACKUPS (Standard: 5) in /etc/sysconfig/
backup gesteuert. Die Grofe einer einzelnen Sicherungskopie betrdgt ungefdhr 1 MB
fiir 1 GBin /usr.
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7.2.6 Installieren und Kompilieren von
Quellpaketen

Alle Quellpakete haben die Erweiterung . src . rpm (Source-RPM).

ANMERKUNG: Installierte Quellpakete

Quellpakete konnen vom Installationsmedium auf die Festplatte kopiert und
mit YaST entpackt werden. Sie werden im Paket-Manager jedoch nicht als
installiert ([1]) gekennzeichnet. Das liegt daran, dass die Quellpakete nicht in
der RPM-Datenbank eingetragen sind. Nur installierte Betriebssystemsoftware
wird in der RPM-Datenbank aufgefiihrt. Wenn Sie ein Quellpaket "installieren",
wird dem System nur der Quellcode hinzugefligt.

Die folgenden Verzeichnisse miissen fiir rpm und rpmbuild in /usr/src/
packages vorhanden sein (es sei denn, Sie haben spezielle Einstellungen in einer
Datei, wie /etc/rpmrc, festgelegt):

SOURCES
fiir die originalen Quellen (. tar .bz2 oder . tar . gz files, etc.) und fiir die dis-
tributionsspezifischen Anpassungen (meistens .diff- oder . patch-Dateien)

SPECS
fiir die .spec-Dateien, die dhnlich wie Meta-Makefiles den build-Prozess steuern

BUILD
Alle Quellen in diesem Verzeichnis werden entpackt, gepatcht und kompiliert.

RPMS
Speicherort der fertigen Bindrpakete

SRPMS
Speicherort der Quell-RPMs

Wenn Sie ein Quellpaket mit YaST installieren, werden alle notwendigen Komponenten
in /usr/src/packages installiert: die Quellen und Anpassungen in SOURCES und
die relevanten . spec-Dateien in SPECS.
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WARNUNG

Experimentieren Sie nicht mit Systemkomponenten (glibc ,rpm , sysvinit
usw.), da Sie damit die Stabilitdt Ihres Systems aufs Spiel setzen.

Das folgende Beispiel verwendet das wget . src . rpm-Paket. Nach der Installation
des Quellpakets sollten Dateien wie in der folgenden Liste vorhanden sein:

/usr/src/packages/SOURCES/wget—-1.11.4.tar.bz2
/usr/src/packages/SOURCES/wgetrc.patch
/usr/src/packages/SPECS/wget.spec

Mit rpmbuild -b X /usr/src/packages/SPECS/wget.spec wird die
Kompilierung gestartet. X ist ein Platzhalter fiir verschiedene Stufen des build-Prozesses
(Einzelheiten siehe in ——he 1p oder der RPM-Dokumentation). Nachfolgend wird nur
eine kurze Erlduterung gegeben:

_bp
Bereiten Sie Quellen in /usr/src/packages/BUILD vor: entpacken und
patchen.

-bc
Wie -bp, jedoch zusétzlich kompilieren.

-bi
Wie -bp, jedoch zusitzlich die erstellte Software installieren. Vorsicht: Wenn das
Paket die Funktion BuildRoot nicht unterstiitzt, ist es moglich, dass Konfigurations-
dateien tiberschrieben werden.

-bb
Wie -bi, jedoch zusitzlich das Bindrpaket erstellen. Nach erfolgreicher Kompilie-
rung sollte das Bindrpaket in /usr/src/packages/RPMS sein.

-ba
Wie -bb, jedoch zusitzlich den Quell-RPM erstellen. Nach erfolgreicher Kompi-
lierung sollte dieses in /usr/src/packages/RPMS liegen.

—-short-circuit
Einige Schritte {iberspringen.
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Der erstellte Bindr-RPM kann nun mit rpm —1i oder vorzugsweise mit rpm -U erstellt
werden. Durch die Installation mit rpm wird er in die RPM-Datenbank aufgenommen.

7.2.7 Kompilieren von RPM-Pakten mit
"build"

Bei vielen Paketen besteht die Gefahr, dass wahrend der Erstellung ungewollt Dateien
in das laufende System kopiert werden. Um dies zu vermeiden, kénnen Sie build
verwenden, das eine definierte Umgebung herstellt, in der das Paket erstellt wird. Zum
Aufbau dieser chroot-Umgebung muss dem bui 1d-Skript ein kompletter Paketbaum
zur Verfligung stehen. Dieser kann auf Festplatte, iiber NFS oder auch von DVD
bereitgestellt werden. Legen Sie die Position mit build —--rpms Verzeichnis
fest. Im Unterschied zu rpm sucht der Befehl bui 1d die SPEC-Datei im Quellverzeich-
nis. Wenn Sie, wie im obigen Beispiel, wget neu erstellen mochten und die DVD unter
/media/dvd im System eingehingt ist, verwenden Sie als Benutzer root folgende
Befehle:

cd /usr/src/packages/SOURCES/
mv ../SPECS/wget.spec .
build --rpms /media/dvd/suse/ wget.spec

Anschliefend wird in /var/tmp/build-root eine minimale Umgebung eingerich-
tet. Das Paket wird in dieser Umgebung erstellt. Danach befinden sich die resultierenden
Pakete in /var/tmp/build-root/usr/src/packages/RPMS.

Das build-Skript bietet eine Reihe zusdtzlicher Optionen. Beispielsweise konnen Sie
das Skript veranlassen, Thre eigenen RPMs bevorzugt zu verwenden, die Initialisierung
der build-Umgebung auszulassen oder das Kommando rpm auf eine der oben
erwdhnten Stufen zu beschranken. Weitere Informationen erhalten Sie {iber build
——help oder die man-Seite build.

7.2.8 Werkzeuge fiir RPM-Archive und die
RPM-Datenbank

Midnight Commander (mc) kann den Inhalt von RPM-Archiven anzeigen und Teile
daraus kopieren. Archive werden als virtuelle Dateisysteme dargestellt und bieten alle
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iblichen Meniioptionen von Midnight Commander. Zeigen Sie den HEADER mit F3
an. Zeigen Sie die Archivstruktur mit den Cursortasten und der Eingabetaste an.
Kopieren Sie Archivkomponenten mit F5.

Ein Paket-Manager mit allen Funktionen ist als YaST-Modul verfiigbar. Weitere
Informationen finden Sie unter Kapitel 3, Installieren bzw. Entfernen von Software
(S. 67).
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Verwalten von Benutzern mit
YaST

Wiéhrend der Installation wéhlen Sie eine Methode fiir die Benutzerauthentifizierung.
Die Authentifizierung erfolgt entweder lokal (iiber /etc/passwd) oder, sofern eine
Netzwerkverbindung eingerichtet ist, iiber NIS, LDAP, Kerberos oder Samba (siehe
Abschnitt ,,Erstellen von neuen Benutzern“ (Kapitel 1, Installation mit YaST, 1Start)).
Sie konnen Benutzerkonten erstellen bzw. bearbeiten und jederzeit die Authentifizie-
rungsmethode mit YaST dndern.

Jedem Benutzer wird eine systemweite Benutzer-ID (UID) zugewiesen. Neben den
Benutzern, die sich an Threm Computer anmelden kdnnen, gibt es aulerdem eine Reihe
von Systembenutzern nur fiir den internen Gebrauch. Jeder Benutzer wird einer oder
mehreren Gruppen zugewiesen. Ahnlich wie bei den Systembenutzern gibt es auch
Systemgruppen fiir den internen Gebrauch. Informationen iiber das Konzept von
Benutzern und Gruppen bei Linux finden Sie unter Abschnitt ,,Benutzerkonzept*
(Kapitel 6, Grundlegende Konzepte, 1 Start).

8.1 Dialogfeld "Verwaltung von
Benutzern und Gruppen"

Zur Verwaltung von Benutzern oder Gruppen starten Sie YaST und klicken Sie auf
Sicherheit und Benutzer > Verwaltung von Benutzern und Gruppen. Das Dialogfeld
Verwaltung von Benutzern und Gruppen kénnen Sie auch iiber die Kommandozeile
mittels des Kommandos yast2 users & starten.
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Abbildung 8.1 YaST — Verwaltung von Benutzern und Gruppen

-3 Verwaltung von Benutzern und Gruppen
Linux ist ein Mehrbenutzersystem. Weitere

Benutzer | Gruppen | Standardeinstellungen fiir neue Benutzer  Authentifizierungseinstellungen

Filter: Benutzerdefiniert Filter festlegen v

Anmelden Name Benutzerkennung (UID) Gruppen

”gtesly testy video,users

2% tux Tux 1000 video users

Hinzufigen | Bearbeiten | Ldschen Optionen fir Experten v

Hilfe Abbrechen || OK |

Uber Filter geben Sie an, welche Art von Benutzern (lokale Benutzer, Netzwerkbenutzer
oder Systembenutzer) in diesem Dialogfeld angezeigt und bearbeitet werden sollen.
Entsprechend dieser Auswahl enthilt das Hauptfenster verschiedene Karteireiter. Uber
die Karteireiter konnen Sie folgende Aufgaben ausfiihren:

Benutzerkonten verwalten
Auf dem Karteireiter Benutzer konnen Sie Benutzerkonten erstellen, dndern, 16schen
oder voriibergehend deaktivieren (siehe Abschnitt 8.2, ,,Benutzerkonten verwalten®
(S. 135)). Des Weiteren konnen Sie hier erweiterte Aufgaben wie die Durchsetzung
von Passwortrichtlinien, die Verwendung von verschliisselten Home-Verzeichnissen,
die Verwendung der Fingerabdruckauthentifizierung oder die Verwaltung von
Festplattenquoten durchfiihren. Informationen hierzu erhalten Sie unter
Abschnitt 8.3, ,,Weitere Optionen fiir Benutzerkonten® (S. 138).

Andern der Standardeinstellungen
Die Einstellungen auf dem Karteireiter Standardeinstellungen fiir neue Benutzer
legen fest, wie lokale Benutzerkonten erstellt werden. Informationen zur Anderung
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der Standardgruppenzuweisung oder des Standardpfads und der Zugriffsberechti-
gungen flir Home-Verzeichnisse erhalten Sie unter Abschnitt 8.4, ,,Andern der
Standardeinstellungen fiir lokale Benutzer® (S. 146).

Zuweisen von Benutzern zu Gruppen
Informationen zur Anderung der Gruppenzuweisung fiir einzelne Benutzer erhalten
Sie unter Abschnitt 8.5, ,,Zuweisen von Benutzern zu Gruppen® (S. 147).

Verwalten von Gruppen
Auf dem Karteireiter Gruppen konnen Sie Gruppen hinzufiigen, 4ndern oder 16schen.
Informationen hierzu erhalten Sie unter Abschnitt 8.6, ,,Verwalten von Gruppen*
(S. 148).

Andern der Methode zur Benutzer-Authentifizierung
Wenn Thr Computer mit einem Netzwerk verbunden ist, das Benutzerauthentifizie-
rungsmethoden wie NIS oder LDAP unterstiitzt, konnen Sie auf dem Karteireiter
Authentifizierungseinstellungen zwischen verschiedenen Authentifizierungsmetho-
den wihlen. Weitere Informationen hierzu finden Sie in Abschnitt 8.7, ,,Andern
der Methode zur Benutzer-Authentifizierung® (S. 150).

Fiir die Benutzer- und Gruppenverwaltung bietet das Dialogfeld dhnliche Funktionen.
Sie konnen einfach zwischen den Ansichten fiir die Benutzer- und Gruppenverwaltung
umschalten, indem Sie oben im Dialogfeld den entsprechenden Karteireiter auswahlen.

Mithilfe von Filteroptionen kénnen Sie den Satz an Benutzern bzw. Gruppen definieren,
den Sie bearbeiten mochten: Klicken Sie auf dem Karteireiter Benutzer oder Gruppe
auf Filter festlegen, um nur die Benutzer einer bestimmten Kategorie anzuzeigen, bei-
spielsweise Lokale Benutzer oder LDAP-Benutzer (wenn Sie Zugriff auf ein Netzwerk
mit LDAP haben). Mit Filter festlegen > Benutzerdefinierte Filtereinstellung konnen
Sie auB3erdem einen benutzerdefinierten Filter einrichten und verwenden.

Je nach Filter stehen im Dialogfeld nicht alle nachfolgend beschriebenen Optionen und
Funktionen zur Verfiigung.

8.2 Benutzerkonten verwalten

In YaST konnen Benutzerkonten erstellt, gedndert, geloscht und voriibergehend deak-
tiviert werden. Andern Sie keine Benutzerkonten, es sei denn, Sie sind ein erfahrener
Benutzer oder Administrator.

Verwalten von Benutzern mit YaST

135



136

ANMERKUNG: Andern der Benutzer-IDs bestehender Benutzer

Als Eigentlimer einer Datei wird nicht der Name des betreffenden Benutzers,
sondern seine Benutzer-ID angegeben. Bei der Anderung einer Benutzer-ID
werden die Dateien im Home-Verzeichnis des betreffenden Benutzers automa-
tisch an die neue ID angepasst. Das Eigentum an Dateien, die der Benutzer an
anderer Stelle im Dateisystem erstellt hat, geht bei einer Anderung der Benutzer-
ID allerdings verloren. Um es zu erhalten, missten Sie den Eigentiimer der
Dateien manuell andern.

Nachfolgend erfahren Sie, wie standardmifige Benutzerkonten eingerichtet werden.
Informationen zu weiteren Optionen wie der automatischen Anmeldung, der Anmeldung
ohne Passwort, der Einrichtung verschliisselter Home-Verzeichnisse oder der Verwaltung
von Quoten fiir Benutzer und Gruppen finden Sie unter Abschnitt 8.3, , Weitere
Optionen fiir Benutzerkonten® (S. 138).

Prozedur 8.1 Hinzufiigen oder Bearbeiten von Benutzerkonten

1 Offnen Sie in YaST das Dialogfeld Verwaltung von Benutzern und Gruppen und
klicken Sie dort auf Benutzer.

2 Definieren Sie mithilfe von Filter festlegen die Menge der Benutzer, die Sie verwalten
mochten. Das Dialogfeld zeigt eine Liste der Benutzer im System und die Gruppen,
zu denen die Benutzer gehoren.

3 Wenn Sie Optionen fiir einen vorhandenen Benutzer bearbeiten méchten, wihlen
Sie einen Eintrag aus und klicken Sie dann auf Bearbeiten.

Zum Erstellen eines neuen Benutzerkontos klicken Sie auf Hinzufiigen.

4 Geben Sie die entsprechenden Benutzerdaten auf dem ersten Karteireiter an, beispiels-
weise Benutzername (zur Anmeldung verwendet) und Passwort. Diese Daten reichen
aus, um einen neuen Benutzer zu erstellen. Wenn Sie nun auf OK klicken, weist das
System automatisch eine Benutzer-ID zu und legt alle Werte entsprechend der
Standardvorgabe fest.

5 Aktivieren Sie Empfang von System-E-Mails, wenn alle Systembenachrichtigungen
an die Mailbox dieses Benutzers zugestellt werden sollen. Dadurch wird ein E-Mail-
Alias fiir den root erstellt und der Benutzer kann die System-E-Mail lesen, ohne
sich vorher als root anmelden zu miissen.
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6 Wenn Sie Details, wie beispielsweise die Benutzer-ID oder den Pfad zum Benutzer-
verzeichnis des betreffenden Benutzers, anpassen mochten, konnen Sie dies iiber
den Karteireiter Details tun.

Wenn Sie das Home-Verzeichnis eines bestehenden Benutzers an einen anderen Ort
verschieben miissen, geben Sie den Pfad des neuen Home-Verzeichnisses hier an
und verschieben Sie den Inhalt des aktuellen Home-Verzeichnisses mithilfe von An
anderen Speicherort verschieben. Anderenfalls wird ein neues Home-Verzeichnis
ohne die bereits vorhandenen Daten erstellt.

7 Um zu erzwingen, dass die Benutzer ihr Passwort in regelmifligen Abstinden dndern,
oder um andere Passwortoptionen festzulegen, wechseln Sie zu Passworteinstellungen
und passen Sie die Optionen entsprechend an. Weitere Einzelheiten finden Sie unter
Abschnitt 8.3.2, , Erzwingen von Passwortrichtlinien“ (S. 139).

8 Wenn Sie alle Optionen nach Ihren Wiinschen festgelegt haben, klicken Sie auf OK.

9 Klicken Sie auf Optionen fiir Experten > Anderungen nun schreiben, um alle
Anderungen zu speichern, ohne das Dialogfeld Verwaltung von Benutzern und
Gruppen zu schlielen. Klicken Sie auf OK, um das Verwaltungsdialogfeld zu
schlieBen und die Anderungen zu speichern. Ein neu hinzugefiigter Benutzer kann
sich nun mithilfe des von Thnen erstellten Anmeldenamens und Passworts beim
System anmelden.

TIPP: Zuordnung von Benutzer-IDs

Bei einem neuen (lokalen) Benutzer auf einem Notebook, das in eine Netz-
werkumgebung integriert werden muss, in der der Benutzer bereits eine
Benutzer-ID besitzt, ist es sinnvoll, die (lokale) Benutzer-ID der ID im Netzwerk
zuzuordnen. Dadurch wird gewahrleistet, dass die Eigentiimerschaft an den
Dateien, die der Benutzer "offline" erstellt, dieselbe ist wie bei der Erstellung
der Dateien direkt im Netzwerk.

Prozedur 8.2 Deaktivieren oder Loschen von Benutzerkonten

1 Offnen Sie in YaST das Dialogfeld Verwaltung von Benutzern und Gruppen und
klicken Sie dort auf Benutzer.

2 Um ein Benutzerkonto voriibergehend zu deaktivieren, ohne es zu 16schen, wihlen
Sie es in der Liste aus und klicken Sie auf Bearbeiten. Wahlen Sie Benutzernamen
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deaktivieren aus. Der Benutzer kann sich erst wieder an Ihrem Rechner anmelden,
wenn Sie das Konto erneut aktiviert haben.

3 Um ein Benutzerkonto zu 16schen, wihlen Sie den Benutzer in der Liste aus und
klicken Sie auf Loschen. Wihlen Sie aus, ob auch das Benutzerverzeichnis des
betreffenden Benutzers geloscht werden soll oder ob die Daten beibehalten werden
sollen.

8.3 Weitere Optionen fiir
Benutzerkonten

Neben den Einstellungen fiir ein Standardbenutzerkonto bietet openSUSE® weitere
Optionen, beispielsweise Optionen zur Durchsetzung von Passwortrichtlinien, Verwen-
dung von verschliisselten Home-Verzeichnissen oder Definition von Festplattenquoten
fiir Benutzer und Gruppen.

8.3.1 Automatische Anmeldung und
Anmeldung ohne Passwort

Wenn Sie in der KDE- oder GNOME-Desktop-Umgebung arbeiten, konnen Sie die
Automatische Anmeldung fiir einen bestimmten Benutzer sowie die Anmeldung ohne
Passwort fiir simtliche Benutzer konfigurieren. Mit der Option fiir die automatische
Anmeldung wird ein Benutzer beim Booten automatisch in der Desktop-Umgebung
angemeldet. Diese Funktion kann nur fiir jeweils einen Benutzer aktiviert werden. Mit
der Option fiir die Anmeldung ohne Passwort kdnnen sich sdmtliche Benutzer beim
System anmelden, nachdem sie ihren Benutzernamen im Anmeldemanager eingegeben
haben.

WARNUNG: Sicherheitsrisiko

Die Aktivierung der automatischen Anmeldung bzw. der Anmeldung ohne
Passwort ist auf einem Computer, zu dem mehrere Personen Zugang haben,
ein Sicherheitsrisiko. Wenn keine Authentifizierung erforderlich ist, erhalt jeder
Benutzer Zugriff auf Ihr System und Ihre Daten. Verwenden Sie diese Funktion
nicht, wenn |hr System vertrauliche Daten enthalt.
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Zur Aktivierung der automatischen Anmeldung oder der Anmeldung ohne Passwort
greifen Sie auf diese Funktionen in der Verwaltung von Benutzern und Gruppen von
YaST iiber die Optionen fiir Experten > Einstellungen fiir das Anmelden zu.

8.3.2 Erzwingen von Passwortrichtlinien

Bei einem System mit mehreren Benutzern ist es ratsam, mindestens grundlegende
Sicherheitsrichtlinien fiir Passworter zu erzwingen. Die Benutzer sollten ihre Passworter
regelmdfig 4ndern und starke Passworter verwenden, die nicht so leicht herausgefunden
werden konnen. Gehen Sie bei lokalen Benutzern wie folgt vor:

Prozedur 8.3 Konfigurieren von Passworteinstellungen

1

Offnen Sie in YaST das Dialogfeld Verwaltung von Benutzern und Gruppen und
klicken Sie dort auf den Karteireiter Benutzer.

Wihlen Sie den Benutzer aus, dessen Passworteinstellungen Sie andern méchten,
und klicken Sie auf Bearbeiten.

Offnen Sie den Karteireiter Passworteinstellungen. Die letzte Passwortinderung
des Benutzers wird auf dem Karteireiter angezeigt.

Aktivieren Sie Passwortdnderung erzwingen, um zu erzwingen, dass der Benutzer
sein Passwort bei der nichsten Anmeldung dndert.

Legen Sie zur Erzwingung einer regelmdfigen Passwortinderung eine Maximale
Anzahl von Tagen fiir das gleiche Passwort und eine Minimale Anzahl von Tagen
fiir das gleiche Passwort fest.

Legen Sie unter Tage vor Ablauf des Passworts warnen eine bestimmte Anzahl
von Tagen fest, um den Benutzer vor Ablauf seines Passworts an die Passwortin-
derung zu erinnern.

Legen Sie unter7age nach Ablauf des Passworts Anmeldevorgang moglich eine
bestimmte Anzahl von Tagen fest, um den Zeitraum einzuschrianken, innerhalb
dem sich der Benutzer trotz abgelaufenem Passwort anmelden kann.

Sie konnen fiir ein Passwort auch ein bestimmtes Ablaufdatum festlegen. Das
Ablaufdatum muss im Format JJJJ-MM~-TT eingegeben werden.
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9 Weitere Informationen zu den einzelnen Optionen und deren Standardwerten
erhalten Sie {iber die Schaltfliche Hilfe.

10 Ubernehmen Sie die Anderungen mit OK.

8.3.3 Verwalten verschliisselter
Home-Verzeichnisse

Um Datendiebstahl in Home-Verzeichnissen und die Entfernung der Festplatte zu
unterbinden, konnen Sie verschliisselte Home-Verzeichnisse fiir Benutzer erstellen. Sie
werden mit LUKS (Linux Unified Key Setup) verschliisselt. Dabei werden ein Image
und ein Image-Schliissel fiir die Benutzer erstellt. Der Image-Schliissel ist durch das
Anmeldepasswort des Benutzers geschiitzt. Wenn sich der Benutzer am System
anmeldet, wird das verschliisselte Home- Verzeichnis eingehdngt und die Inhalte werden
fiir den Benutzer verfiighar gemacht.

ANMERKUNG: Fingerabdruck-Lesegerdte und verschliisselte
Home-Verzeichnisse

Wenn Sie ein Fingerabdruck-Lesegerat verwenden mochten, diirfen Sie keine
verschliisselten Home-Verzeichnisse verwenden.Andernfalls schlagt die
Anmeldung fehl, da eine Entschliisselung wahrend der Anmeldung in Kombina-
tion mit einem aktiven Fingerabdruck-Lesegerat nicht moglich ist.

Mit YaST konnen Sie verschliisselte Home-Verzeichnisse fiir neue oder vorhandene
Benutzer erstellen. Um verschliisselte Home-Verzeichnisse von bereits vorhandenen
Benutzern zu verschliisseln oder zu bearbeiten, miissen Sie das aktuelle Anmeldepass-
wort des Benutzers eingeben. Standardmifig werden simtliche vorhandenen Benutzer-
daten in das neue verschliisselte Home-Verzeichnis kopiert, im unverschliisselten
Verzeichnis jedoch nicht geldscht.

WARNUNG: Sicherheitsbeschrankungen

Das Verschliisseln des Home-Verzeichnisses eines Benutzers bietet keinen
umfassenden Schutz vor anderen Benutzern. Wenn Sie einen umfassenden
Schutz bendtigen, sollten nicht mehrere Benutzer an einem Rechner arbeiten.
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Hintergrundinformationen zu verschliisselten Home-Verzeichnissen und zu den
Aktionen zum Erreichen einer hoheren Sicherheit finden Sie in Section “Using
Encrypted Home Directories” (Chapter 11, Encrypting Partitions and Files, 1 Security

Guide).

Prozedur 8.4 Erstellen verschliisselter Home-Verzeichnisse

1 Offnen Sie in YaST das Dialogfeld Verwaltung von Benutzern und Gruppen und
klicken Sie dort auf den Karteireiter Benutzer.

2 Wenn Sie das Home-Verzeichnis eines vorhandenen Benutzers verschliisseln
mochten, wihlen Sie den Benutzer aus und klicken Sie auf Bearbeiten.

Anderenfalls klicken Sie auf Hinzufiigen, um ein neues Benutzerkonto zu erstellen
und geben Sie auf dem ersten Karteireiter die entsprechenden Benutzerdaten ein.

3 Aktivieren Sie auf dem Karteireiter Details die Option Verschliisseltes Home-Ver-
zeichnis verwenden. Geben Sie unter Verzeichnisgrdfe in MB die Grofie der ver-
schliisselten Imagedatei an, die fiir diesen Benutzer erstellt werden soll.

-7 Vorhandener lokaler Benutzer

Zu den zusatzlichen Benutzerdaten zahlen: Benutzerkennung (UID): Jeder Benutzer ist dem System unter einer eindeutigen... Weitere

Benutzerdaten | Details | Passworteinstellungen  Plug-Ins

Benutzerkennung (UID)

Zusatzliche Gruppen

[1000

Home-Verzeichnis

|4hnmeftux

[ An anderen Speicherort verschiehen

erzeichnisgréfe in MB:

@ Verschliisseltes Home-Verzeichnis verwenden |1EIE|

Zusitzliche Benutzerinformationen:

Durchsuchen...

~

Anmelde-Shell

|fbm-’bash

Stapndardgruppe:

users

Hilfe

fdoooopooooooooooooooo

users
at

audio

avahi

bin

cdrom
console
daemon
dialout
disk

floppy

fip

games
gdm
haldaemon
kmem
lock

Ip

mail

maildrop

Abbrechen oK

Verwalten von Benutzern mit YaST

141



142

4 Ubernehmen Sie die Einstellungen mit OK.

5 Geben Sie das aktuelle Anmeldepasswort des Benutzers ein, um an der Eingabeauf-
forderung von YaST fortzufahren.

6 Klicken Sie auf Optionen fiir Experten > Anderungen nun schreiben, um alle
Anderungen zu speichern, ohne das Verwaltungsdialogfeld zu schlieBen. Klicken
Sie auf OK, um das Verwaltungsdialogfeld zu schlieBen und die Anderungen zu
speichern.

Prozedur 8.5 Modifizieren oder Deaktivieren verschliisselter Home-Verzeichnisse

Selbstverstindlich besteht jederzeit die Moglichkeit, die Verschliisselung eines Home-
Verzeichnisses zu deaktivieren bzw. die Grof3e der Imagedatei zu dndern.

1 Offnen Sie das YaST-Dialogfeld Verwaltung von Benutzern und Gruppen in der
Ansicht Benutzer.

2 Waihlen Sie einen Benutzer aus der Liste aus und klicken Sie auf Bearbeiten.

3 Wenn Sie die Verschliisselung deaktivieren méchten, wechseln Sie zum Karteireiter
Details und deaktivieren Sie Verschliisseltes Home-Verzeichnis verwenden.

Wenn Sie die Grofle der verschliisselten Imagedatei fiir diesen Benutzer dndern
miissen, dndern Sie den Wert in Verzeichnisgrdfje in MB.

4 Ubernehmen Sie die Einstellungen mit OK.

5 Geben Sie das aktuelle Anmeldepasswort des Benutzers ein, um an der Eingabeauf-
forderung von YaST fortzufahren.

6 Klicken Sie auf Optionen fiir Experten > Anderungen nun schreiben, um alle
Anderungen zu speichern, ohne das Dialogfeld Verwaltung von Benutzern und
Gruppen zu schlieflen. Klicken Sie auf OK, um das Verwaltungsdialogfeld zu
schlieBen und die Anderungen zu speichern.
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8.3.4 Verwenden der Authentifizierung per
Fingerabdruck

Wenn Ihr System einen Fingerabdruckleser enthilt, konnen Sie die biometrische
Authentifizierung zusitzlich zur Standardauthentifizierung {iber Benutzername und
Passwort verwenden. Nachdem ihr Fingerabdruck registriert wurde, konnen sich die
Benutzer beim System anmelden, indem sie entweder einen Finger {iber das Fingerab-
druck-Lesegeridt ziehen oder ein Passwort eingeben.

Fingerabdriicke konnen in YaST registriert werden. Ausfiihrliche Informationen zur
Konfiguration und Verwendung der Authentifizierung per Fingerabdruck finden Sie
unter Chapter 7, Using the Fingerprint Reader (1Security Guide). Eine umfassende
Liste mit unterstiitzten Hardwaregeraten finden Sie unter http://reactivated
.net/fprint/wiki/Supported_devices.

8.3.5 Verwalten von Quoten

Um zu verhindern, dass die Systemkapazitit ohne Benachrichtigung zur Neige geht,
kénnen Systemadministratoren Quoten fiir Benutzer oder Gruppen einrichten. Quoten
konnen fiir ein oder mehrere Dateisysteme definiert werden und beschridnken den
Speicherplatz, der verwendet werden kann, sowie die Anzahl der Inodes (Index-Knoten),
die hier erstellt werden kdnnen. Inodes sind Datenstrukturen eines Dateisystems, die
grundlegende Informationen tiber normale Datei-, Verzeichnis- oder andere Dateisys-
temobjekte speichern. Sie speichern alle Attribute eines Dateisystemobjekts (z. B.
Eigentiimer des Objekts und Berechtigungen wie Lesen, Schreiben oder Ausfiihren),
mit Ausnahme des Dateinamens und des Dateiinhalts.

In openSUSE konnen Quoten vom Typ Soft und Hard verwendet werden. Mit Soft-
quoten wird im Normalfall eine Warnstufe definiert, bei der Benutzer dariiber informiert
werden, dass ihr Limit nahezu erreicht ist. Mit Hardquoten hingegen wird das Limit
definiert, bei dem Schreibanforderungen verweigert werden. Zusitzlich kénnen
Kulanzintervalle definiert werden, damit Benutzer oder Gruppen ihre Quoten vortiber-
gehend um bestimmte Werte {iberschreiten konnen.
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Prozedur 8.6 Aktivieren der Quotenunterstiitzung fiir eine Partition

Wenn Sie Quoten fiir bestimmte Benutzer und Gruppen konfigurieren mochten, miissen
Sie zundchst in YaST im Dialogfeld "Festplatte vorbereiten: Expertenmodus" die
Quotenunterstiitzung fiir die entsprechende Partition aktivieren.

1 Wihlen Sie in YaST die Optionsfolge System > Partitionieren und klicken Sie dann
auf Ja, um fortzufahren.

2 Wihlen Sie unter Festplatte vorbereiten: Expertenmodus die Partition, fiir die Sie
Quoten aktivieren mochten, und klicken Sie dann auf Bearbeiten.

3 Kilicken Sie auf Optionen fiir Fstab und aktivieren Sie die Option zur Aktivierung

der Quotenunterstiitzung. Falls das Paket quota noch nicht installiert ist, wird es
automatisch installiert, sobald Sie die entsprechende Meldung mit Ja bestdtigen.

4 Bestitigen Sie Thre Anderungen und beenden Sie Festplatte vorbereiten: Experten-
modus.

Prozedur 8.7 Einrichten von Quoten fiir Benutzer oder Gruppen

Nun koénnen Sie fiir spezifische Benutzer oder Gruppen Soft- bzw. Hardquoten definieren
und Zeitrdume als Kulanzintervalle festlegen.

1 Wiéhlen Sie in YaST im Dialogfeld Verwaltung von Benutzern und Gruppen den
Benutzer bzw. die Gruppe aus, fiir den/die Sie Quoten festlegen mochten, und klicken
Sie dann auf Bearbeiten.

2 Wihlen Sie auf dem Karteireiter Plugins den Quoteneintrag aus und klicken Sie
dann auf Aufrufen, um das Dialogfeld fiir die Quotenkonfiguration zu 6ffnen.

3 Wibhlen Sie unter Dateisystem die Partition aus, auf die Quote angewendet werden
soll.
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«1 Konfiguration von (Speicherplatz-) Kontingenten
Bearbeiten Sie hier die Quota-Einstellungen des Benutzers in den ausgewahlten Dateisystemen. Weitere

Dateisystem

/devisdaB | v

GroBenbeschrankungen
Softlimit

E -

Hardlimit:
[e <

I-node-Beschrankungen
Softlimit

|2 ~

Hardlimit:
[4

K>

Hilfe Abbrechen OK

Beschrinken Sie im Bereich Grdfenbeschrinkungen den Speicherplatz. Geben Sie
die Anzahl der 1-KB-Blocke an, iiber die der Benutzer bzw. die Gruppe auf dieser
Partition verfiigen kann. Geben Sie einen Wert fiir Softlimit und einen fiir Hardlimit
an.

Zudem koénnen Sie die Anzahl der Inodes beschrinken, iiber die der Benutzer bzw.
die Gruppe auf der Partition verfiigen kann. Geben Sie im Bereich fiir die Inodes-
Limits ein Softlimit und ein Hardlimit ein.

Kulanzintervalle kénnen nur definiert werden, wenn der Benutzer bzw. die Gruppe
das fiir die GroBe bzw. die Inodes festgelegte Softlimit bereits iiberschritten hat.
Anderenfalls sind die zeitbezogenen Eingabefelder nicht aktiviert. Geben Sie den
Zeitraum an, fiir den der Benutzer bzw. die Gruppe die oben festgelegten Limits
iiberschreiten darf.

Bestitigen Sie die Einstellungen mit OK.

Klicken Sie auf Optionen fiir Experten > Anderungen nun schreiben, um alle
Anderungen zu speichern, ohne das Dialogfeld Verwaltung von Benutzern und
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Gruppen zu schlieen. Klicken Sie auf OK, um das Verwaltungsdialogfeld zu
schlieBen und die Anderungen zu speichern.

openSUSE bietet auch Kommandozeilenprogramme wie repquota oder warnquota,
mit denen Systemadministratoren die Festplattenauslastung kontrollieren oder E-Mail-
Benachrichtigungen an Benutzer senden konnen, die Thre Speicherquoten {iberschreiten.
Mit quota_nld koénnen Administratoren auch Kernel-Meldungen iiber {iberschrittene
Speicherquoten an D-BUS weiterleiten. Weitere Informationen finden Sie auf der man-
Seite zu repquota, warnquota und quota_nld (Sie benétigen hierfiir das
root-Passwort).

8.4 Andern der Standardeinstellungen
fiir lokale Benutzer

Beim Erstellen von neuen lokalen Benutzern werden von YaST verschiedene Standar-
deinstellungen verwendet. Zu diesen Einstellungen zihlen unter anderem die Primér-
gruppe sowie die Sekundirgruppen des Benutzers und die Zugriffsberechtigungen fiir
das Home-Verzeichnis des Benutzers. Sie konnen diese Standardeinstellungen entspre-
chend Thren Anforderungen dndern:

1 Offnen Sie in YaST das Dialogfeld Verwaltung von Benutzern und Gruppen und
klicken Sie dort auf den Karteireiter Standardeinstellungen fiir neue Benutzer.

2 Zur Anderung der Primirgruppe, der neue Benutzer automatisch angehéren sollen,
wihlen Sie unter Standardgruppe eine andere Gruppe aus.

3 Zur Anderung der Sekundirgruppen fiir neue Benutzer indern Sie die unter Sekundéire
Gruppen angegebenen Gruppen. Die Namen der Gruppen miissen jeweils durch ein
Komma getrennt werden.

4 Wenn Sie als Standardpfad fiir das Home-Verzeichnis neuer Benutzer nicht

/home/Benut zername verwenden mochten, dndern Sie den Eintrag unter
Pfadprifix fiir Home-Verzeichnis.

5 Wenn Sie die Standardberechtigungsmodi fiir neu erstellte Home-Verzeichnisse
andern mochten, dndern Sie den umask-Wert unter Umask fiir Home-Verzeichnis.
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Weitere Informationen zu 'umask’ finden Sie unter Chapter 10, Access Control Lists
in Linux (1 Security Guide) sowie auf der man-Seite zu umask.

6 Informationen zu den einzelnen Optionen erhalten Sie {iber die Schaltfliche Hilfe.

7 Ubernehmen Sie die Anderungen mit OK.

8.5 Zuweisen von Benutzern zu

Gruppen

Lokale Benutzer kénnen mehreren Gruppen zugewiesen werden. Diese Zuweisung
erfolgt gemif den Standardeinstellungen, die Sie im Dialogfeld Verwaltung von
Benutzern und Gruppen auf dem Karteireiter Standardeinstellungen fiir neue Benutzer
festlegen. Im nédchsten Abschnitt erfahren Sie, wie Sie die Gruppenzuweisung eines
einzelnen Benutzers indern. Informationen zur Anderung der Standardgruppenzuweisung
fiir neue Benutzer erhalten Sie unter Abschnitt 8.4, ,,Andern der Standardeinstellungen
fiir lokale Benutzer* (S. 146).

Prozedur 8.8 Andern der Gruppenzuweisung eines Benutzers

1

Offnen Sie in YaST das Dialogfeld Verwaltung von Benutzern und Gruppen und
klicken Sie dort auf Benutzer. Das Dialogfeld zeigt eine Liste der Benutzer und der
Gruppen, zu denen die Benutzer gehoren.

Klicken Sie auf Bearbeiten und wechseln Sie zum Karteireiter Details.

Um die primédre Gruppe zu dndern, zu der der Benutzer gehort, klicken Sie auf
Standardgruppe und wihlen Sie die betreffende Gruppe in der Liste aus.

Um den Benutzer zu zusétzlichen sekunddren Gruppen zuzuweisen, aktivieren Sie
die zugehorigen Kontrollkdstchen in der Liste Zusdtzliche Gruppen.

Klicken Sie zum Anwenden der Anderungen auf OK.

Klicken Sie auf Optionen fiir Experten > Anderungen nun schreiben, um alle
Anderungen zu speichern, ohne das Dialogfeld Verwaltung von Benutzern und
Gruppen zu schlielen. Klicken Sie auf OK, um das Verwaltungsdialogfeld zu
schlieBen und die Anderungen zu speichern.
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8.6 Verwalten von Gruppen

Mit YaST konnen Sie schnell und einfach Gruppen hinzufiigen, bearbeiten und 16schen.
Prozedur 8.9 Erstellen und Bearbeiten von Gruppen

1 Offnen Sie in YaST das Dialogfeld Verwaltung von Benutzern und Gruppen und
klicken Sie dort auf den Karteireiter Gruppen.

2 Definieren Sie mithilfe von Filter festlegen die Menge der Gruppen, die Sie verwalten
mochten. Das Dialogfeld zeigte eine Liste der Gruppen im System an.

3 Um eine neue Gruppe zu erstellen, klicken Sie auf Hinzufiigen.

4 Um eine vorhandene Gruppe zu dndern, wihlen Sie sie aus und klicken Sie dann auf
Bearbeiten.

5 Geben Sie im folgenden Dialogfeld die Daten ein bzw. dndern Sie sie. Die Liste auf
der rechten Seite zeigt einen Uberblick aller verfiigbaren Benutzer und Systembenut-
zer, die Mitglieder der Gruppe sein kénnen.
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-1 Vorhandene lokale Gruppe
Geben Sie hier die Gruppendaten ein. Weiters

Daten fur Gruppe | Plug-Ins

Mame der Gruppe: Mitglieder der Gruppe

users at
avahi
bin

daemon

Gruppen-1D (gid) dhepd
100 dnsmasq
fip
gdm

gnump3d

Passwort

Passwort hestatigen:

Hilfe Abbrechen oK

6 Wenn Sie vorhandene Benutzer einer neuen Gruppe hinzufiigen mochten, wihlen
Sie sie in der Liste der moglichen Gruppenmitglieder aus, indem Sie das entsprechen-
de Kontrollkéstchen aktivieren. Wenn Sie sie aus der Gruppe entfernen mochten,
deaktivieren Sie einfach das Kontrollkdstchen.

7 Klicken Sie zum Anwenden der Anderungen auf OK.

8 Klicken Sie auf Optionen fiir Experten > Anderungen nun schreiben, um alle
Anderungen zu speichern, ohne das Dialogfeld Verwaltung von Benutzern und
Gruppen zu schlieflen.

Es konnen nur Gruppen geldscht werden, die keine Gruppenmitglieder enthalten. Um
eine Gruppe zu loschen, wihlen Sie sie in der Liste aus und klicken Sie auf Ldschen.
Klicken Sie auf Optionen fiir Experten > Anderungen nun schreiben, um alle Anderungen
zu speichern, ohne das Dialogfeld Verwaltung von Benutzern und Gruppen zu schlieflen.
Klicken Sie auf OK, um das Verwaltungsdialogfeld zu schlieBen und die Anderungen
zu speichern.
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8.7 Andern der Methode zur
Benutzer-Authentifizierung

Wenn Thr Computer an ein Netzwerk angeschlossen ist, konnen Sie die wéahrend der
Installation festgelegte Authentifizierungsmethode dndern. Mit den zur Verfiigung
stehenden Optionen koénnen Sie

NIS
Die Benutzer werden zentral auf einem NIS-Server fiir alle Systeme im Netzwerk
verwaltet. Weitere Informationen finden Sie in Chapter 3, Using NIS (1Security
Guide).

LDAP
Die Benutzer werden zentral auf einem LDAP-Server fiir alle Systeme im Netzwerk
verwaltet. Details zu LDAP finden Sie in Chapter 4, LDAP—A Directory Service
(tSecurity Guide).

LDAP-Benutzer konnen mit dem YaST-Benutzermodul verwaltet werden. Alle
anderen LDAP-Einstellungen, einschliefSlich der Standardeinstellungen fiir LDAP-
Benutzer miissen mit dem YaST-Modul fiir LDAP-Clients definiert werden, wie
in Section “Configuring an LDAP Client with YaST” (Chapter 4, LDAP—A
Directory Service, 1Security Guide) beschrieben.

Kerberos
Bei Kerberos wird ein Benutzer nach einer einmaligen Registrierung fiir den Rest
der Sitzung im ganzen Netzwerk als vertrauenswiirdig betrachtet.

Samba
Die SMB-Authentifizierung wird hiufig in heterogenen Linux- und Windows-
Netzwerken verwendet. Weitere Informationen hierzu finden Sie unter Kapitel 27,
Samba (S. 477) und Chapter 5, Active Directory Support (1Security Guide).

Gehen Sie wie folgt vor, um die Authentifizierungsmethode zu dndern:

1 Offnen Sie in YaST das Dialogfeld Verwaltung von Benutzern und Gruppen.

2 Klicken Sie auf den Karteireiter Einstellungen fiir Authentifizierung, um eine Uber-
sicht {iber die verfiigbaren Authentifizierungsmethoden und die aktuellen Einstellun-
gen anzuzeigen.

Referenz



3 Wenn Sie die Authentifizierungsmethode dndern mochten, klicken Sie auf Konfigu-
rieren und wihlen Sie die Authentifizierungsmethode aus, die Sie bearbeiten
mochten. Damit werden die YaST-Module zur Client-Konfiguration aufgerufen.
Informationen zur Konfiguration des entsprechenden Client finden Sie in folgenden
Abschnitten:

NIS: Section “Configuring NIS Clients” (Chapter 3, Using NIS, tSecurity Guide)

LDAP: Section “Configuring an LDAP Client with YaST” (Chapter 4, LDAP—A
Directory Service, 1Security Guide)

4 Kehren Sie nach der Ubernahme der Konfiguration zum Uberblick unter Verwaltung
von Benutzern und Gruppen zuriick.

5 Kilicken Sie auf OK, um das Verwaltungsdialogfeld zu schlieen.
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Andern der Sprach- und
Lindereinstellungen mit YaST

Fiir das Arbeiten in verschiedenen Landern oder in einer mehrsprachigen Umgebung,
muss Thr Rechner entsprechend eingerichtet sein. openSUSE® kann verschiedene
Locales gleichzeitig verwalten. Eine Locale bezeichnet eine Reihe von Parametern,
die die Sprache und die Lindereinstellungen, die in der Benutzeroberfliche angezeigt
werden, definiert.

Die Hauptsystemsprache wurde wéhrend der Installation ausgewahlt und die Tastatur-
und Zeitzoneneinstellungen wurden angepasst. Sie konnen auf Ihrem System jedoch
zusdtzliche Sprachen installieren und festlegen, welche der installierten Sprachen als
Standard dienen soll.

Verwenden Sie fiir diese Aufgaben das YaST-Sprachmodul wie unter Abschnitt 9.1,
,Andern der Systemsprache* (S. 154) beschrieben. Installieren Sie sekundire Sprachen,
um optionale Sprachumgebungen nutzen zu kénnen, wenn Anwendungen oder Desktops
in anderen Sprachen als der Priméirsprache gestartet werden sollen.

Dariiber hinaus ermdglicht IThnen das YaST-Zeitzonenmodul die entsprechende
Anpassung Threr Lander- und Zeitzoneneinstellungen. Sie kdnnen damit auch Ihre
Systemuhr mit einem Zeitserver synchronisieren. Detaillierte Informationen finden Sie
in Abschnitt 9.2, ,, Andern der Linder- und Zeiteinstellungen® (S. 158).

Andern der Sprach- und Lindereinstellungen mit YaST
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9.

1 Andern der Systemsprache

Abhingig davon, wie Sie Ihren Desktop nutzen und ob Sie das ganze System oder nur
die Desktop-Umgebung in eine andere Sprache umschalten méchten, stehen mehrere
Moglichkeiten zur Auswahl:

Globales Andern der Systemsprache

Gehen Sie vor wie unter Abschnitt 9.1.1, ,,Bearbeiten von Systemsprachen mit
YaST* (S. 154) und Abschnitt 9.1.2, ,,Wechseln der Standard-Systemsprache*

(S. 157) beschrieben, um zusitzliche lokalisierte Pakete mit YaST zu installieren
und die Standardsprache festzulegen. Anderungen sind nach der erneuten Anmel-
dung wirksam. Um sicherzustellen, dass das ganze System die Anderung iibernom-
men hat, starten Sie das System neu oder beenden Sie alle laufenden Dienste,
Anwendungen und Programme und starten Sie sie wieder neu.

Andern der Sprache nur fiir den Desktop

Vorausgesetzt die gewlinschten Sprachpakete wurden wie unten beschrieben mit
YaST fiir Ihre Desktop-Umgebung installiert, konnen Sie die Sprache Thres Desktops
iiber das Desktop-Kontrollzentrum dndern. Wenn Sie KDE verwenden, finden Sie
die entsprechenden Details unter Procedure “Adjusting Regional Settings” (1 KDE
User Guide). Wenn Sie GNOME verwenden, finden Sie die Details unter Secti-
on “Configuring Language Settings” (Chapter 3, Customizing Your Settings,
tGNOME User Guide). Nach dem Neustart des X-Servers tibernimmt Thr gesamter
Desktop die neue Sprachauswahl. Anwendungen, die nicht zu Ihrem Desktop-
Rahmen gehoren, werden von dieser Anderung nicht beeinflusst und kénnen immer
noch in der Sprache angezeigt werden, die in YaST festgelegt war.

Tempordrer Sprachwechsel fiir nur eine Anwendung

Sie kdnnen auch eine einzelne Anwendung in einer anderen Sprache (die bereits

mit YaST installiert wurde) ausfiihren. Starten Sie die Anwendung zu diesem Zweck
von der Kommandozeile aus, indem Sie den Sprachcode wie unter Abschnitt 9.1.3,
,, Wechseln der Sprache fiir einzelne Anwendungen® (S. 158) beschrieben angeben.

9.1.1 Bearbeiten von Systemsprachen mit

YaST

YaST kennt zwei verschiedene Sprachkategorien:
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Priméarsprache
Die in YaST festgelegte primére Sprache gilt fiir das gesamte System, einschliefSlich
YaST und der Desktop-Umgebung. Diese Sprache wird immer benutzt, wenn sie
verfligbar ist, es sei denn, Sie legen manuell eine andere Sprache fest.

Sekundére Sprachen
Installieren Sie sekunddre Sprachen, um Ihr System mehrsprachig zu machen. Als
sekundidre Sprachen installierte Sprachen konnen in bestimmten Situationen
manuell ausgewahlt werden. Verwenden Sie beispielsweise eine sekundére Sprache,
um eine Anwendung in einer bestimmten Sprache zu starten und Texte in dieser
Sprache zu verarbeiten.

Legen Sie vor der Installation weiterer Sprachen fest, welche dieser Sprachen nach der
Installation als Standard-Systemsprache (primédre Sprache) fungieren soll.

Starten Sie YaST, um auf das YaST-Sprachmodul zuzugreifen, und klicken Sie auf
System > Sprache. Starten Sie alternativ das Dialogfeld Sprachen direkt, indem Sie
yast2 language & als root von einer Kommandozeile aus ausfiihren.

Sprachen

Wahlen Sie die neue Primare Sprache fir lhr System aus. Weitere

Einstellungen fiir die primare Sprache
Primére Sprache;

Deutsch ~ Details

Tastaturbelegung an Deutsch anpassen

Zeitzone an Europa / Deutschland anpassen

Sekundare Sprachen:
[ Afrikaans

[ Arabisch

[ Asturianisch

[ Bengalisch

[ Bosnisch

[ Bulgarisch

[ Chinesisch {Kurzzeichen)
[ Chinesisch (Langzeichen)
[ Dénisch

[ Englisch (UK)
[ Englisch (US)
[ Estnisch

Hilfe Abbrechen oK

Andern der Sprach- und Lindereinstellungen mit YaST

155



156

Prozedur 9.1 |Installieren von zusdtzlichen Sprachen

Wenn Sie weitere Sprachen installieren, konnen Sie mit YaST auch verschiedene
Locale-Einstellungen fiir den root festlegen; Informationen hierzu finden Sie unter
Schritt 4 (S. 156). Mit der Option Locale-Einstellungen fiir den Benutzer root wird
festgelegt, wie die Locale-Variablen (L.C_*) in der Datei /etc/sysconfig/
language fiir den root festgelegt werden. Sie kdnnen sie auf dieselbe Locale wie
bei normalen Benutzern festlegen, sie bei Sprachdnderungen unverdndert lassen oder
nur die Variable RC_LC_CTYPE auf dieselben Werte wie bei normalen Benutzern
festlegen. Mit dieser Variablen wird die Lokalisierung fiir sprachspezifische Funktions-
aufrufe festgelegt.

1

Wiéhlen Sie zum Hinzufligen weiterer Sprachen im YaST-Modul Sekunddre Sprachen,
die installiert werden sollen.

Um eine Sprache als Standardsprache einzurichten, miissen Sie sie als Primdre
Sprache festlegen.

Passen Sie aulerdem die Tastatur an die neue primére Sprache an und stellen Sie
eventuell eine andere Zeitzone ein.

TIPP

Wahlen Sie in YaST fiir erweiterte Tastatur- oder Zeitzoneneinstellungen die
Optionen Hardware > Tastaturbelegung oder System > Datum und Uhrzeit
aus, um die entsprechenden Dialogfelder zu 6ffnen. Weitere Informationen
hierzu finden Sie in Abschnitt 9.2, ,Andern der Linder- und Zeiteinstellungen*
(S. 158).

4 Klicken Sie auf Details, um die fiir den Benutzer root spezifischen Spracheinstel-

lungen zu dndern.

4a Legen Sie fiir Locale-Einstellungen fiir den Benutzer root die gewlinschten
Werte fest. Weitere Informationen erhalten Sie durch Klicken auf Hilfe.

4b Entscheiden Sie, ob Sie fiir root die UTF-8-Verschliisselung verwenden
mochten.
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5 Wenn Ihre Locale nicht in der verfiigbaren Liste der priméren Sprachen enthalten
war, versuchen Sie, diese unter Detaillierte Locale-Einstellung anzugeben. Jedoch
koénnen einige dieser Lokalisierungen unvollstdndig sein.

6 Bestitigen Sie Thre Anderungen in den Dialogfeldern mit OK. Wenn Sie sekundiren
Sprachen ausgewahlt haben, installiert YaST die lokalisierten Softwarepakete fiir
die zusédtzlichen Sprachen.

Das System ist nun mehrsprachig. Um jedoch eine Anwendung in einer Sprache starten
zu konnen, die nicht als priméire Sprache festgelegt wurde, miissen Sie die gewiinschte
Sprache explizit wie unter Abschnitt 9.1.3, ,,Wechseln der Sprache fiir einzelne
Anwendungen® (S. 158) beschrieben festlegen.

9.1.2 Wechseln der Standard-Systemsprache

1 Starten Sie das YaST-Sprachmodul, um die Standard-Systemsprache global zu
wechseln.

2 Wihlen Sie die gewiinschte neue Systemsprache als Primdre Sprache aus.

WICHTIG: Loschen friiherer Systemsprachen

Wenn Sie zu einer anderen primdren Sprache wechseln, wird das lokalisierte
Softwarepaket fiir die friihere primare Sprache aus dem System entfernt.
Wenn die Standard-Systemsprache gewechselt, die friihere primadre Sprache
jedoch als zusatzliche Sprache beibehalten werden soll, fligen Sie diese als
Sekunddre Sprache hinzu, indem Sie das entsprechende Kontrollkastchen
aktivieren.

3 Passen Sie die Tastatur- und Zeitzonenoptionen wunschgemaf an.
4 Bestitigen Sie die Anderungen mit OK.
5 Starten Sie nach der Anwendung der Anderungen in YaST alle X-Sitzungen neu

(zum Beispiel durch Abmelden und erneutes Anmelden), damit Ihre neuen
Spracheinstellungen in YaST und den Desktop-Anwendungen {ibernommen werden.
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9.1.3 Wechseln der Sprache fiir einzelne
Anwendungen

Nach der Installation der entsprechenden Sprache mit YaST konnen Sie eine einzelne
Anwendung in einer anderen Sprache ausfiihren.

Standard-X- und -GNOME-Anwendungen
Starten Sie die Anwendung von der Kommandozeile aus, indem Sie folgendes
Kommando verwenden:

LANG=language application

Um beispielsweise f-spot auf Deutsch auszufiihren, fithren Sie das Kommando
LANG=de_DE f-spot aus. Verwenden Sie fiir andere Sprachen den entsprechen-
den Sprachcode. Mit dem Kommando 1ocale —av konnen Sie eine Liste aller
verfligbaren Sprachcodes abrufen.

KDE-Anwendungen
Starten Sie die Anwendung von der Kommandozeile aus, indem Sie folgendes
Kommando verwenden:

KDE_LANG=language application

Um beispielsweise digiKam auf Deutsch zu starten, fithren Sie das Kommando
KDE_LANG=de digikamaus. Verwenden Sie fiir andere Sprachen den entspre-
chenden Sprachcode.

9.2 Andern der Linder- und
Zeiteinstellungen

Passen Sie mithilfe des YaST-Moduls fiir Datum und Uhrzeit das Systemdatum sowie
die Uhrzeit- und Zeitzoneninformationen an die Region an, in der Sie arbeiten. Starten
Sie YaST, um auf das YaST-Modul zuzugreifen, und klicken Sie auf System > Datum

und Uhrzeit. Starten Sie alternativ das Dialogfeld Uhr und Zeitzone direkt, indem Sie
yast2 timezone & als root von einer Kommandozeile aus ausfiihren.
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@ Uhr und Zeitzone

Wenn Sie die fur Ihr System zu verwendende Zeitzone auswahlen méchten, missen Sie zunachst die Region ... Weitere

Region Zeitzone:

Europe |V] lDEutschlsnd Iv]

Datum und Zeit

Rechneruhr auf UTC gestellt 2010-08.25 - 16:37:47

Wihlen Sie zunichst eine allgemeine Region, beispielsweise Europa. Wiahlen Sie dann
die fiir Sie passende Zeitzone aus, beispielsweise Deutschland.

Passen Sie je nachdem, welche Betriebssysteme auf Threm Arbeitsplatzrechner ausgefiihrt
werden, die Einstellungen der Rechneruhr entsprechend an.

+ Wenn auf Threm Rechner ein anderes Betriebssystem ausgefiihrt wird, beispielsweise
Microsoft Windows*, wird von Ihrem System hdchstwahrscheinlich die Lokale Zeit
und nicht UTC verwendet. Deaktivieren Sie in diesem Fall Hardware-Uhr auf UTC
festgelegt.

» Wenn auf Ihrem Rechner nur Linux ausgefiihrt wird, stellen Sie die Rechneruhr auf
UTC (Universal Time Coordinated) ein. Hiermit wird die Umstellung von der Stan-
dardzeit auf die Sommerzeit automatisch durchgefiihrt.

Sie kdnnen das Datum und die Uhrzeit manuell &ndern oder Ihren Computer mit einem
NTP-Server synchronisieren lassen, entweder permanent oder nur zur Festlegung Threr
Hardware-Uhr.
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Prozedur 9.2 Manuelles Anpassen von Datum und Uhrzeit

1 Klicken Sie im YaST-Zeitzonenmodul auf Andern, um Datum und Uhrzeit festzule-
gen.

2 Wihlen Sie Manuell aus und geben Sie das Datum und die Uhrzeit ein.
3 Bestitigen Sie Thre Anderungen mit Ubernehmen.

Prozedur 9.3 Festlegen von Datum und Uhrzeit iiber NTP-Server

1 Klicken Sie auf Andern, um das aktuelle Datum und die Uhrzeit festzulegen.
2 Wihlen Sie Mit NTP-Server synchronisieren aus.
3 Geben Sie die Adresse eines NTP-Servers ein, falls sie nicht bereits eingetragen ist.

> Datum und Zeit andern

" Die aktuelle Systemzeit und das aktuelle Systemdatum werden angezeigt. Weitere

Manuell

© Mit NTP-Server synchronisieren

NTP-Semver-Adresse:

de.pool.ntp.org ™ | Jetzt synchronisieren

MNTE als Daemon starten Konfigurisren

Bl NTP-Konfiguration speichern

Hilfe Abbrechen Ubernehmen

4 Klicken Sie auf Jetzt synchronisieren, um die Uhrzeit Ihres Systems korrekt festzu-
legen.
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5 Wenn Sie NTP permanent nutzen wollen, aktivieren Sie die Option NTP-Konfigura-
tion speichern.

6 Mit der Schaltfliche Konfigurieren kdnnen Sie die erweiterte NTP-Konfiguration
offnen. Weitere Informationen finden Sie unter Abschnitt 25.1, ,,Konfigurieren eines
NTP-Client mit YaST* (S. 451).

7 Bestitigen Sie Thre Anderungen mit Ubernehmen.
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YaST im Textmodus

Dieser Abschnitt richtet sich an Systemadministratoren und Experten, die keinen X-
Server auf Thren Systemen ausfithren und daher auf das textbasierte Installationswerk-
zeug angewiesen sind. Der Abschnitt enthdlt grundlegende Informationen zum Start
und Betrieb von YaST im Textmodus.

YaST verwendet im Textmodus die ncurses-Bibliothek, um eine bequeme pseudo-
grafische Bedienoberfliche zu bieten. Die ncurses-Bibliothek wird standardmifig
installiert. Die minimale unterstiitzte Gr6f3e des Terminal-Emulators, in dem Sie YaST
ausfiihren, betragt 80x25 Zeichen.

Abbildung 10.1 Hauptfenster von YaST im Textmodus

YaST-Kontrollzentrum

[Hilfe]

Wenn Sie YaST im Textmodus starten, wird das YaST-Kontrollzentrum angezeigt
(siehe Abbildung 10.1). Das Hauptfenster besteht aus drei Bereichen. Der linke Bereich

YaST im Textmodus
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zeigt die Kategorien, denen die verschiedenen Module angehoren. Dieser Bereich ist
beim Start von YaST aktiv und wird daher durch eine breite weifle Umrandung
gekennzeichnet. Die aktive Kategorie ist markiert. Der linke Bereich bietet einen
Uberblick iiber die Module, die in der aktiven Kategorie zur Verfligung stehen. Der
untere Bereich enthilt die Schaltflichen fiir Hilfe und Verlassen.

Wenn Sie das YaST-Kontrollzentrum starten, wird die Kategorie Software automatisch
ausgewahlt. Mit | und 1 konnen Sie die Kategorie andern. Um ein Modul aus der
Kategorie auszuwdhlen, aktivieren Sie den rechten Bereich mit — und wéhlen Sie dann
das Modul mithilfe von | und 1 aus. Halten Sie die Pfeiltasten gedriickt, um durch die
Liste der verfligbaren Module zu bldttern. Das ausgewahlte Modul ist markiert. Driicken
Sie Eingabetaste, um das aktive Modul zu starten.

Zahlreiche Schaltflichen oder Auswahlfelder im Modul enthalten einen markierten
Buchstaben (standardmdfig gelb) Mit Alt + markierter_Buchstabe kénnen Sie eine
Schaltfliche direkt auswiahlen und miissen nicht mit Tabulator zu der Schaltfliche
wechseln. Verlassen Sie das YaST-Kontrollzentrum durch Driicken von Alt + Q oder
durch Auswihlen von Verlassen und Driicken von Eingabetaste.

10.1 Navigation in Modulen

Bei der folgenden Beschreibung der Steuerelemente in den YaST-Modulen wird davon
ausgegangen, dass alle Kombinationen aus Funktionstasten und Alt-Taste funktionieren
und nicht anderen globalen Funktionen zugewiesen sind. In Abschnitt 10.2, ,,Einschran-
kung der Tastenkombinationen® (S. 166) finden Sie Informationen zu méglichen Aus-
nahmen.

Navigation zwischen Schaltflichen und Auswahllisten
Verwenden Sie Tab, um zwischen den Schaltflichen und Einzelbildern mit den
Auswahllisten zu navigieren. Zum Navigieren in umgekehrter Reihenfolge verwen-
den Sie die Tastenkombinationen Alt + Tab oder Umschalttaste + Tab.

Navigation in Auswahllisten
Mit den Pfeiltasten (1 und |) kdnnen Sie zwischen den einzelnen Elementen in
einem aktiven Rahmen, der eine Auswahlliste enthilt, navigieren. Wenn einzelne
Eintrdge innerhalb eines Rahmens dessen Breite iiberschreiten, kdnnen Sie mit
Umschalttaste + — oder Umschalttaste + « horizontal nach links bzw. rechts
blattern. Alternativ konnen Sie Strg + E oder Strg + A verwenden. Diese Kombina-
tion kann auch verwendet werden, wenn — oder < zu einem Wechsel des aktiven
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Rahmens oder der aktuellen Auswabhlliste fiihrt, wie dies im Kontrollzentrum der
Fall ist.

Schaltflichen, Optionsschaltfliche und Kontrollk4stchen

Um Schaltflichen mit leeren eckigen Klammern (Kontrollkdstchen) oder leeren
runden Klammern (Optionsschaltflichen) auszuwéhlen, driicken Sie die Leertaste
oder Eingabetaste. Alternativ konnen Optionsschaltflichen und Kontrollkédstchen
unmittelbar mit Alt + markierter_Buchstabe ausgewahlt werden. In diesem Fall
brauchen Sie die Auswahl nicht mit Eingabetaste zu bestédtigen . Wenn Sie mit
Tabulator zu einem Element wechseln, konnen Sie durch Driicken von Eingabetaste
die ausgewihlte Aktion ausfithren bzw. das betreffende Meniielement aktivieren.

Funktionstasten
Die F-Tasten (F1 bis F12) bieten schnellen Zugriff auf die verschiedenen Schaltfla-
chen. Verfligbare F-Tastenkiirzel werden in der untersten Zeile des YaST-Bild-
schirms angezeigt. Welche Funktionstasten welchen Schaltflichen zugeordnet sind,
héngt vom aktiven YaST-Modul ab, da die verschiedenen Module unterschiedliche
Schaltflichen aufweisen ("Details", "Info", "Hinzufiigen", "Loschen" usw.). F10
wird fiir Ubernehmen, OK, Weiter und Beenden verwendet. Driicken Sie F1, um
Zugriff auf die YaST-Hilfe zu erhalten.

Verwenden der Navigationsstruktur im ncurses-Modus
Einige YaST-Module bieten im linken Fensterbereich eine Navigationsstruktur, in
der Konfigurationsdialogfenster ausgewahlt werden kénnen. Verwenden Sie die
Pfeiltasten (1 und |), um in der Baumstruktur zu navigieren. Driicken Sie die
Leertaste, um Elemente der Struktur zu 6ffnen oder zu schlief3en. Im ncurses-Modus
muss nach einer Auswahl in der Navigationsstruktur die Taste Eingabetaste gedriickt
werden, um das ausgewihlte Dialogfeld anzuzeigen. Dieses beabsichtigte Verhalten
erspart zeitraubende Bildaufbauvorgénge beim Bléttern durch die Navigationsstruk-
tur.
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Abbildung 10.2 Das Software-Installationsmodul

asT2 - Automated Installation

10.2 Einschrankung der
Tastenkombinationen

Wenn der Fenster-Manager globale Alt-Kombinationen verwendet, funktionieren die
Alt-Kombinationen in YaST moglicherweise nicht. Tasten wie Alt oder Umschalttaste
kénnen auch durch die Einstellungen des Terminals belegt sein.

Ersetzen von Alt durch Esc
Tastenkombinationen mit Alt kénnen auch mit Esc anstelle von Alt ausgefiihrt
werden. Esc — H beispielsweise ersetzt Alt + H. (Driicken Sie zunéchst Esc, und
driicken Sie dann H.)

Navigation vor und zuriick mit Strg + F und Strg + B
Wenn die Kombinationen mit Alt und Umschalttaste vom Fenster-Manager oder
dem Terminal belegt sind, verwenden Sie stattdessen die Kombinationen Strg + F
(vor) und Strg + B (zuriick).

Einschrankung der Funktionstasten
Die F-Tasten werden auch fiir Funktionen verwendet. Bestimmte Funktionstasten
kénnen vom Terminal belegt sein und stehen eventuell fiir YaST nicht zur Verfii-
gung. Auf einer reinen Textkonsole sollten die Tastenkombinationen mit Alt und
die Funktionstasten jedoch stets vollstdndig zur Verfiigung stehen.
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10.3 YaST-Kommandozeilenoptionen

Neben der Schnittstelle im Textmodus bietet YaST auch eine reine Kommandozeilen-
schnittstelle. Eine Liste der YaST-Kommandozeilenoptionen erhalten Sie, wenn Sie
Folgendes eingeben:

yast -h

10.3.1 Starten der einzelnen Module

Um Zeit zu sparen, kénnen die einzelnen YaST-Module direkt gestartet werden. Um
ein Modul zu starten, geben Sie Folgendes ein:

yast <module_name>

Eine Liste aller auf Threm System verfiigbaren Modulnamen kénnen Sie mit yast -1
oder yast —-1ist anzeigen. Das Netzwerkmodul beispielsweise wird mit yast
lan gestartet.

10.3.2 Installation von Paketen iiber die
Kommandozeile

Wenn Sie den Namen eines Pakets kennen und das Paket von einer Ihrer aktiven
Installations-Repositorys bereitgestellt wird, konnen Sie das Paket mithilfe der Kom-
mandozeilenoption -1 installieren.

yast -1 <package_name>
oder

yast --install <package_name>

package_name kann ein einzelner kurzer Paketname sein, beispielsweise gvim
(solche Pakete werden mit Abhdngigkeitsiiberpriifung installiert) oder der vollstindige
Pfad zu einem RPM-Paket, das ohne Abhingigkeitsiiberpriifung installiert wird.

Wenn Sie ein kommandozeilenbasiertes Softwareverwaltungs-Dienstprogramm mit
Funktionen benétigen, die {iber die von YaST hinausgehen, sollten Sie moglicherweise
zypper verwenden. Dieses neue Dienstprogramm verwendet die Softwareverwaltungs-

YaST im Textmodus

167



168

bibliothek, die auch die Grundlage des YaST-Paket-Managers bildet. Die grundlegende
Verwendung von zypper wird unter Abschnitt 7.1, ,,Verwenden von zypper* (S. 105)
erldutert.

10.3.3 Kommandozeilenparameter der
YaST-Module

Um die Verwendung von YaST-Funktionen in Skripts zu ermdglichen, bietet YaST
Kommandozeilenunterstiitzung flir einzelne Module. Die Kommandozeilenunterstiitzung
steht jedoch nicht fiir alle Module zur Verfligung. Um die verfiigbaren Optionen eines
Moduls anzuzeigen, geben Sie Folgendes ein:

yast <module_name> help

Wenn ein Modul keine Kommandozeilenunterstiitzung bietet, wird es im Textmodus
gestartet und es wird folgende Meldung angezeigt.

This YaST module does not support the command line interface.
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Druckerbetrieb

openSUSE® unterstiitzt viele Arten von Druckern, einschlieSlich Remote- und Netz-
werkdrucker. Drucker konnen manuell oder mit YaST konfiguriert werden. Anleitungen
zur Konfiguration finden Sie unter Abschnitt ,,Einrichten eines Druckers“ (Kapitel 2,
Einrichten von Hardware-Komponenten mit YaST, 1 Start). Grafische Dienstprogramme
und Dienstprogramme an der Kommandozeile sind verfiigbar, um Druckauftrige zu
starten und zu verwalten. Wenn Ihr Drucker nicht wie erwartet verwendet werden kann,
lesen Sie die Informationen unter Abschnitt 11.7, ,,Fehlersuche* (S. 179).

CUPS (Common Unix Printing System) ist das standardmafige Drucksystem in open-
SUSE.

Drucker kénnen nach Schnittstelle, z. B. USB oder Netzwerk, und nach Druckersprache
unterschieden werden. Stellen Sie beim Kauf eines Druckers sicher, dass der Drucker
iiber eine fiir Ihre Hardware geeignete Schnittstelle (wie USB oder einen parallelen
Port) und eine geeignete Druckersprache verfiigt. Drucker kénnen basierend auf den
folgenden drei Klassen von Druckersprachen kategorisiert werden:

PostScript-Drucker
PostScript ist die Druckersprache, in der die meisten Druckauftrdge unter Linux
und Unix vom internen Drucksystem generiert und verarbeitet werden. Wenn
PostScript-Dokumente direkt vom Drucker verarbeitet und im Drucksystem nicht
in weiteren Phasen konvertiert werden miissen, reduziert sich die Anzahl der
moglichen Fehlerquellen.

Standarddrucker (Sprachen wie PCL und ESC/P)
Obwohl diese Druckersprachen ziemlich alt sind, werden sie immer weiter entwi-
ckelt, um neue Druckerfunktionen unterstiitzen zu kénnen. Bei den bekannten
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Druckersprachen kann das Drucksystem PostScript-Druckauftrige mithilfe von
Ghostscript in die entsprechende Druckersprache konvertieren. Diese Verarbeitungs-
phase wird als "Interpretieren" bezeichnet. Die gangigsten Sprachen sind PCL (die
am hdufigsten auf HP-Druckern und ihren Klonen zum Einsatz kommt) und ESC/P
(die bei Epson-Druckern verwendet wird). Diese Druckersprachen werden in der
Regel von Linux unterstiitzt und liefern ein addquates Druckergebnis. Linux ist
unter Umstdnden nicht in der Lage, einige spezielle Druckerfunktionen anzuspre-
chen. Mit Ausnahme der von HP entwickelten HPLIP (HP Linux Imaging & Prin-
ting) gibt es derzeit keinen Druckerhersteller, der Linux-Treiber entwickeln und
sie den Linux-Distributoren unter einer Open-Source-Lizenz zur Verfiigung stellen
wiirde.

Proprietdre Drucker (auch GDI-Drucker genannt)

Vor
wie

Diese Drucker unterstiitzen keine der gangigen Druckersprachen. Sie verwenden
eigene, undokumentierte Druckersprachen, die gedndert werden kdnnen, wenn
neue Versionen eines Modells auf den Markt gebracht werden. Fiir diese Drucker
sind in der Regel nur Windows-Treiber verfiigbar. Weitere Informationen finden
Sie unter Abschnitt 11.7.1, ,,Drucker ohne Unterstiitzung fiir eine Standard-
Druckersprache® (S. 179).

dem Kauf eines neuen Druckers sollten Sie anhand der folgenden Quellen priifen,
gut der Drucker, den Sie zu kaufen beabsichtigen, unterstiitzt wird:

http://www.linuxfoundation.org/OpenPrinting/

Die OpenPrinting-Homepage mit der Druckerdatenbank. In der Online-Datenbank
wird der neueste Linux-Supportstatus angezeigt. Eine Linux-Distribution kann
jedoch immer nur die zur Produktionszeit verfiigbaren Treiber enthalten. Demnach
ist es moglich, dass ein Drucker, der aktuell als "vollstindig unterstiitzt" eingestuft
wird, diesen Status bei der Veroffentlichung der neuesten openSUSE-Version nicht
aufgewiesen hat. Die Datenbank gibt daher nicht notwendigerweise den richtigen
Status, sondern nur eine Anndherung an diesen an.

http://www.cs.wisc.edu/~ghost/

Die Ghostscript-Website

/usr/share/doc/packages/ghostscript-library/catalog.devices
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11.1 Work-Flow des Drucksystems

Der Benutzer erstellt einen Druckauftrag. Der Druckaufirag besteht aus den zu drucken-
den Daten sowie aus Informationen fiir den Spooler, z. B. dem Namen des Druckers
oder dem Namen der Druckwarteschlange und — optional — den Informationen fiir den
Filter, z. B. druckerspezifische Optionen.

Mindestens eine zugeordnete Druckerwarteschlange ist fiir jeden Drucker vorhanden.
Der Spooler hilt den Druckauftrag in der Warteschlange, bis der gewiinschte Drucker
bereit ist, Daten zu empfangen. Wenn der Drucker druckbereit ist, sendet der Spooler
die Daten iiber den Filter und das Backend an den Drucker.

Der Filter konvertiert die von der druckenden Anwendung generierten Daten (in der
Regel PostScript oder PDEF, aber auch ASCII, JPEG usw.) in druckerspezifische Daten
(PostScript, PCL, ESC/P usw.). Die Funktionen des Druckers sind in den PPD-Dateien
beschrieben. Eine PPD-Datei enthilt druckspezifische Optionen mit den Parametern,
die erforderlich sind, um die Optionen auf dem Drucker zu aktivieren. Das Filtersystem
stellt sicher, dass die vom Benutzer ausgewihlten Optionen aktiviert werden.

Wenn Sie einen PostScript-Drucker verwenden, konvertiert das Filtersystem die Daten
in druckerspezifische PostScript-Daten. Hierzu ist kein Druckertreiber erforderlich.
Wenn Sie einen Nicht-PostScript-Drucker verwenden, konvertiert das Filtersystem die
Daten in druckerspezifische Daten. Hierzu ist ein fiir den Drucker geeigneter Drucker-
treiber erforderlich. Das Back-End empfangt die druckerspezifischen Daten vom Filter
und leitet sie an den Drucker weiter.

11.2 Methoden und Protokolle zum
AnschlieRen von Druckern

Es gibt mehrere Mdoglichkeiten, einen Drucker an das System anzuschlieBen. Die
Konfiguration des CUPS-Drucksystems unterscheidet nicht zwischen einem lokalen
Drucker und einem Drucker, der {iber das Netzwerk an das System angeschlossen ist.
Weitere Informationen zum Anschlielen von Druckern finden Sie im Beitrag CUPS
in aller Kiirze in der Support-Datenbank unter http://old-en.opensuse.org/
SDB:CUPS_in_ a Nutshell.
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WARNUNG: Andern der Anschliisse bei einem laufenden System

Vergessen Sie beim AnschlieRen des Druckers an den Computer nicht, dass
wadhrend des Betriebs nur USB-Gerdte angeschlossen werden kénnen. Um Ihr
System oder Ihren Drucker vor Schaden zu bewahren, fahren Sie das System
herunter, wenn Sie Verbindungen andern miissen, die keine USB-Verbindungen
sind.

11.3 Installation der Software

PPD (PostScript Printer Description, PostScript-Druckerbeschreibung) ist die Compu-
tersprache, die die Eigenschaften, z. B. die Auflésung und Optionen wie die Verfiigbar-
keit einer Duplexeinheit, beschreibt. Diese Beschreibungen sind fiir die Verwendung
der unterschiedlichen Druckeroptionen in CUPS erforderlich. Ohne eine PPD-Datei
wiirden die Druckdaten in einem "rohen" Zustand an den Drucker weitergeleitet werden,
was in der Regel nicht erwiinscht ist. Wéahrend der Installation von openSUSE werden
viele PPD-Dateien vorinstalliert.

Um einen PostScript-Drucker zu konfigurieren, sollten Sie sich zun4chst eine geeignete
PPD-Datei beschaffen. Viele PPD-Dateien sind im Paket manufacturer—PPDs
enthalten, das im Rahmen der Standardinstallation automatisch installiert wird. Weitere
Informationen hierzu finden Sie unter Abschnitt 11.6.2, ,,PPD-Dateien in unterschied-
lichen Paketen (S. 177) und Abschnitt 11.7.2, ,,Fiir einen PostScript-Drucker ist keine
geeignete PPD-Datei verfiigbar“ (S. 180).

Neue PPD-Dateien konnen im Verzeichnis /usr/share/cups/model/ gespeichert
oder dem Drucksystem mit YaST hinzugefiigt werden (siehe ,,Hinzufiigen von Treibern
mit YaST* (Kapitel 2, Einrichten von Hardware-Komponenten mit YaST, 1Start)). Die
PPD-Dateien lassen sich anschliefend wahrend der Druckereinrichtung auswahlen.

Seien Sie vorsichtig, wenn Sie gleich ein ganzes Software-Paket eines Druckerherstellers
installieren sollen. Diese Art der Installation konnte erstens dazu fiihren, dass Sie die
Unterstiitzung von openSUSE verlieren, und zweitens konnen Druckkommandos anders
funktionieren und das System ist mdglicherweise nicht mehr in der Lage, mit Gerdten
anderer Hersteller zu arbeiten. Aus diesem Grund wird das Installieren von Hersteller-
software nicht empfohlen.
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11.4 Netzwerkdrucker

Ein Netzwerkdrucker kann unterschiedliche Protokolle unterstiitzen - einige von diesen
sogar gleichzeitig. Die meisten unterstiitzten Protokolle sind standardisiert, und doch
versuchen einige Hersteller, diesen Standard abzudndern. Treiber werden meist nur fiir
einige wenige Betriebsssysteme angeboten. Linux-Treiber werden leider nur sehr selten
zur Verfligung gestellt. Gegenwartig konnen Sie nicht davon ausgehen, dass alle Proto-
kolle problemlos mit Linux funktionieren. Um dennoch eine funktionale Konfiguration
zu erhalten, miissen Sie daher moglicherweise mit den verschiedenen Optionen experi-
mentieren.

CUPS unterstiitzt die Protokolle socket, LPD, IPP und smb.

socket
Socket bezeichnet eine Verbindung, iiber die die einfachen Druckdaten direkt an
einen TCP-Socket gesendet werden. Einige der am hiufigsten verwendeten Socket-
Ports sind 9100 oder 35. Die Syntax der Gerdte-URI (Uniform Resource Identifier)
lautet: socket://IP. fiir.den.Drucker:port, zum Beispiel:
socket://192.168.2.202:9100/.

LPD (Line Printer Daemon)

Das LDP-Protokoll wird in RFC 1179 beschrieben. Bei diesem Protokoll werden
bestimmte auftragsspezifische Daten (z. B. die ID der Druckerwarteschlange) vor
den eigentlichen Druckdaten gesendet. Beim Konfigurieren des LDP-Protokolls
muss daher eine Druckerwarteschlange angegeben werden. Die Implementierungen
diverser Druckerhersteller sind flexibel genug, um beliebige Namen als Druckwar-
teschlange zu akzeptieren. Der zu verwendende Name miisste ggf. im Druckerhand-
buch angegeben sein. Es werden hdufig Bezeichnungen wie LPT, LPT1, LP1 o. 4.
verwendet. Die Portnummer fiir einen LPD-Dienst lautet 51 5. Ein Beispiel fiir
einen Gerdat-URIist 1pd://192.168.2.202/LPT1.

IPP (Internet Printing Protocol)
IPP ist ein relativ neues Protokoll (1999), das auf dem HTTP-Protokoll basiert.
Mit IPP kénnen mehr druckauftragsbezogene Daten iibertragen werden als mit den
anderen Protokollen. CUPS verwendet IPP fiir die interne Dateniibertragung. Um
IPP ordnungsgemaf konfigurieren zu kdnnen, ist der Name der Druckwarteschlange
erforderlich. Die Portnummer fiir IPP lautet 631. Beispiele fiir Gerdte-URIs sind
ipp://192.168.2.202/psundipp://192.168.2.202/printers/ps.
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SMB (Windows-Freigabe)
CUPS unterstiitzt auch das Drucken auf freigegebenen Druckern unter Windows.
Das fiir diesen Zweck verwendete Protokoll ist SMB. SMB verwendet die Portnum-
mern 137, 138 und 139. Beispiele fiir Gerite-URIs sind
smb://user:password@workgroup/smb.example.com/printer,
smb://user:password@smb.example.com/printer und
smb://smb.example.com/printer.

Das vom Drucker unterstiitzte Protokoll muss vor der Konfiguration ermittelt werden.
Wenn der Hersteller die erforderlichen Informationen nicht zur Verfiigung stellt, konnen
Sie das Protokoll mit dem Kommando nmap ermitteln, das Bestandteil des Pakets
nmap ist. nmap iiberpriift einen Host auf offene Ports. Beispiel:

nmap -p 35,137-139,515,631,9100-10000 printerIP

11.4.1 Konfigurieren von CUPS mit
Kommandozeilenwerkzeugen

CUPS kann mit Kommandozeilenwerkzeugen kofiguriert werden, beispielsweise
lpinfo, lpadmin oder lpoptions. Sie bendtigen ein Gerdte-URI, das aus einem
Backend, z. B. parallel, und Parametern besteht. Zum Bestimmen von giiltigen Gerite-
URIs auf Threm System verwenden Sie das Kommando 1pinfo -v | grep ":/":
# lpinfo -v | grep ":/"

direct usb://ACME/FunPrinter%20XL
direct parallel:/dev/1p0

Mit 1padmin kann der CUPS-Serveradministrator Druckerwarteschlangen hinzufiigen,
entfernen und verwalten. Verwenden Sie die folgende Syntax, um eine Druckwarte-
schlange hinzuzufiigen:

lpadmin -p queue -v device-URI -P PPD-file -E
Das Gerit (—v) ist anschlieBend als warteschlange (—p) verfiigbar und verwendet

die angegebene PPD-Datei (-P). Das bedeutet, dass Sie die PPD-Datei und das Geréte-
URI kennen miissen, wenn Sie den Drucker manuell konfigurieren mochten.

Verwenden Sie nicht —E als erste Option. Fiir alle CUPS-Befehle legt die Option —E
als erstes Argument die Verwendung einer verschliisselten Verbindung fest. Zur Akti-
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vierung des Druckers muss die Option —E wie im folgenden Beispiel dargestellt ver-
wendet werden:

lpadmin -p ps -v parallel:/dev/1p0 -P \
/usr/share/cups/model/Postscript.ppd.gz -E

Im folgenden Beispiel wird ein Netzwerkdrucker konfiguriert:

lpadmin -p ps -v socket://192.168.2.202:9100/ -P \
/usr/share/cups/model/Postscript-levell.ppd.gz -E

Weitere Optionen von 1padmin finden Sie auf der man-Seiten von 1padmin (8).

Wiéhrend der Druckerkonfiguration werden bestimmte Optionen standardmifig gesetzt.
Diese Optionen kdnnen (je nach Druckwerkzeug) fiir jeden Druckauftrag gedndert
werden. Es ist auch moglich, diese Standardoptionen mit YaST zu dndern. Legen Sie
die Standardoptionen mithilfe der Kommandozeilenwerkzeuge wie folgt fest:

1 Zeigen Sie zunéchst alle Optionen an:
lpoptions -p queue -1
Beispiel:
Resolution/Output Resolution: 150dpi *300dpi 600dpi

Die aktivierte Standardoption wird durch einen vorangestellten Stern (*) gekenn-
zeichnet.

2 Andern Sie die Option mit 1padmin:

lpadmin -p queue -o Resolution=600dpi

3 Priifen Sie die neue Einstellung:
lpoptions -p queue -1
Resolution/Output Resolution: 150dpi 300dpi *600dpi
Wenn ein normaler Benutzer 1poptions ausfiihrt, werden die Einstellungen in ~/

.cups/lpoptions geschrieben. Jedoch werden die r oot -Einstellungeninto /etc/
cups/lpoptions geschrieben.
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11.5 Drucken liber die
Kommandozeile

Um den Druckvorgang iiber die Kommandozeile zu starten, geben Sie 1p —-d
Name_der._WarteschlangeDateiname ein und ersetzen die entsprechenden
Namen fliir Name_der. Warteschlange und Dateiname.

Einige Anwendungen erfordern fiir den Druckvorgang den Befehl 1p. Geben Sie in
diesem Fall den richtigen Befehl in das Druckdialogfeld der Anwendung ohne Angabe
des Dateinamensein, z. B. lp -d Name_der. Warteschlange.

11.6 Spezielle Funktionen in
openSUSE

Fiir openSUSE wurden mehrere CUPS-Funktionen angepasst. Im Folgenden werden
einige der wichtigsten Anderungen beschrieben.

11.6.1 CUPS und Firewall

Nach einer Standardinstallation von openSUSE ist SuSEfirewall2 aktiv, und die externen
Netzwerkschnittstellen sind in der externen Zone konfiguriert, die eingehenden
Datenverkehr blockiert. Weitere Informationen zur SUSEfirewall2-Konfiguration finden
Sie unter Section “SuSEfirewall2” (Chapter 14, Masquerading and Firewalls, 1 Security
Guide) und http://en.opensuse.org/SDB:CUPS_and_SANE_Firewall
_settings.

CUPS-Client

Normalerweise wird der CUPS-Client auf einem normalen Arbeitsplatzrechner ausge-
fiihrt, die sich in einer verbiirgten Netzwerkumgebung hinter einer Firewall befindet.
In diesem Fall empfiehlt es sich, die Netzwerkschnittstelle in der internen Zone
zu konfigurieren, damit der Arbeitsplatzrechner innerhalb des Netzwerks erreichbar
ist.
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CUPS-Server

Wenn der CUPS-Server Teil der durch eine Firewall geschiitzten verbiirgten Netz-
werkumgebung ist, sollte die Netzwerkschnittstelle in der internen Zone der
Firewall konfiguriert sein. Es ist nicht empfehlenswert, einen CUPS-Server in einer
nicht verbiirgten Netzwerkumgebung einzurichten, es sei denn, Sie sorgen dafiir, dass
er durch besondere Firewall-Regeln und Sicherheitseinstellungen in der CUPS-Konfi-
guration geschiitzt wird.

11.6.2 PPD-Dateien in unterschiedlichen
Paketen

Die YaST-Druckerkonfiguration richtet die Warteschlangen fiir CUPS auf dem System
mit den in /usr/share/cups/model/ installierten PPD-Dateien ein. Um die
geeigneten PPD-Dateien fiir das Druckermodell zu finden, vergleicht YaST wéhrend
der Hardware-Erkennung den Hersteller und das Modell mit den Herstellern und
Modellen, die in den PPD-Dateien enthalten sind. Zu diesem Zweck generiert die YaST-
Druckerkonfiguration eine Datenbank mit den Hersteller- und Modelldaten, die aus
den PPD-Dateien extrahiert werden.

Die Konfiguration, die nur PPD-Dateien und keine weiteren Informationsquellen ver-
wendet, hat den Vorteil, dass die PPD-Dateien in /usr/share/cups/model/
beliebig gedndert werden kdnnen. Wenn Sie beispielsweise nur mit PostScript-Druckern
arbeiten, sind die Foomatic-PPD-Dateien im Paket cups—drivers oder die Guten-
print-PPD-Dateien im Paket gut enprint in der Regel nicht erforderlich. Stattdessen
konnen die PPD-Dateien fiir die PostScript-Drucker direkt in /usr/share/cups/
model/ kopiert werden (wenn sie nicht bereits im Paket manufacturer—-PPDs
vorhanden sind), um eine optimale Konfiguration der Drucker zu erzielen.

CUPS-PPD-Dateien im Paket cups

Die generischen PPD-Dateien im Paket cups wurden durch angepasste Foomatic-PPD-
Dateien fiir PostScript-Drucker der Level 1 und Level 2 erginzt:

* /usr/share/cups/model/Postscript-levell.ppd.gz

* /usr/share/cups/model/Postscript-level2.ppd.gz
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PPD-Dateien im Paket cups-drivers

Der Foomatic-Druckerfilter foomatic—rip wird in der Regel zusammen mit
Ghostscript fiir Nicht-PostScript-Drucker verwendet. Geeignete Foomatic PPD-Dateien
haben die Eintrdge *NickName: ... Foomatic/Ghostscript driver und
*cupsFilter: ... foomatic-rip.Diese PPD-Dateien befinden sich im Paket
cups—-drivers.

YaST bevorzugt in der Regel eine Hersteller—-PPD-Datei. Wenn jedoch keine
passende Her steller—-PPD-Datei existiert, wird eine Foomatic-PPD-Datei mit dem
Eintrag *Spitzname: ... Foomatic ... (empfohlen) ausgewihlt.

Gutenprint-PPD-Dateien im gutenprint-Paket

Fiir viele Nicht-PostScript-Drucker kann anstelle von foomatic-rip der CUPS-
Filter rastertogutenprint von Gutenprint (frither GIMP-Print) verwendet werden.
Dieser Filter und die entsprechenden Gutenprint-PPD-Dateien befinden sich im Paket

gutenprint. Die Gutenprint-PPD-Dateien befinden sichin /usr/share/cups/
model/gutenprint/ und haben die Eintrdge *Spitzname:
CUPS+Gutenprint und *cupsFilter: ... rastertogutenprint.

PPD-Dateien von Druckerherstellern im Paket
manufacturer-PPDs

Das Paket manufacturer—-PPDs enthidlt PPD-Dateien von Druckerherstellern, die
unter einer ausreichend freien Lizenz verdffentlicht werden. PostScript-Drucker sollten
mit der entsprechenden PPD-Datei des Druckerherstellers konfiguriert werden, da diese
Datei die Verwendung aller Funktionen des PostScript-Druckers ermdglicht. YaST
bevorzugt eine PPD-Datei aus den Her steller—-PPDs. YaST kann keine PPD-Datei
aus dem Paket der Hersteller-PPDs verwenden, wenn der Modellname nicht
iibereinstimmt. Dies kann geschehen, wenn das Paket der Hersteller—-PPDs nur
eine PPD-Datei fiir ahnliche Modelle enthélt, z. B. Funprinter 12xx-Serie. Wihlen Sie
in diesem Fall die enstprechende PPD-Datei manuell in YaST aus.
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11.7 Fehlersuche

In den folgenden Abschnitten werden einige der am hiufigsten auftretenden Probleme
mit der Druckerhardware und -software sowie deren Losungen oder Umgehung
beschrieben. Unter anderem werden die Themen GDI-Drucker, PPD-Dateien und Port-
Konfiguration behandelt. Dariiber hinaus werden gingige Probleme mit Netzwerkdru-
ckern, fehlerhafte Ausdrucke und die Bearbeitung der Warteschlange erldutert.

11.7.1 Drucker ohne Unterstiitzung fiir eine
Standard-Druckersprache

Diese Drucker unterstiitzen keine der geldufigen Druckersprachen und kdnnen nur mit
proprietdren Steuersequenzen adressiert werden. Daher funktionieren sie nur mit den
Betriebssystemversionen, fiir die der Hersteller einen Treiber zur Verfiigung stellt. GDI
ist eine von Microsoft fiir Grafikgerdte entwickelte Programmierschnittstelle. In der
Regel liefert der Hersteller nur Treiber fiir Windows, und da Windows-Treiber die GDI-
Schnittstelle verwenden, werden diese Drucker auch GDI-Drucker genannt. Das
eigentliche Problem ist nicht die Programmierschnittstelle, sondern die Tatsache, dass
diese Drucker nur mit der proprietdren Druckersprache des jeweiligen Druckermodells
adressiert werden kénnen.

Der Betrieb einiger GDI-Drucker kann sowohl im GDI-Modus als auch in einer der
Standard-Druckersprachen ausgefiihrt werden. Sehen Sie im Druckerhandbuch nach,
ob dies moglich ist. Einige Modelle benétigen fiir diese Umstellung eine spezielle
Windows-Software. (Beachten Sie, dass der Windows-Druckertreiber den Drucker
immer zuriick in den GDI-Modus schalten kann, wenn von Windows aus gedruckt
wird). Fiir andere GDI-Drucker sind Erweiterungsmodule fiir eine Standarddruckerspra-
che erhiltlich.

Einige Hersteller stellen fiir ihre Drucker proprietire Treiber zur Verfiigung. Der
Nachteil proprietarer Druckertreiber ist, dass es keine Garantie gibt, dass diese mit dem
installierten Drucksystem funktionieren oder fiir die unterschiedlichen Hardwareplatt-
formen geeignet sind. Im Gegensatz dazu sind Drucker, die eine Standard-Druckerspra-
che unterstiitzen, nicht abhdngig von einer speziellen Drucksystemversion oder einer
bestimmten Hardwareplattform.
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Anstatt viel Zeit darauf aufzuwenden, einen herstellerspezifischen Linux-Treiber in
Gang zu bringen, ist es unter Umstdnden kostengiinstiger, einen Drucker zu erwerben,
der eine Standarddruckersprache unterstiitzt (vorzugsweise PostScript). Dadurch wire
das Treiberproblem ein fiir alle Mal aus der Welt geschafft und es wére nicht mehr
erforderlich, spezielle Treibersoftware zu installieren und zu konfigurieren oder Treiber-
Updates zu beschaffen, die aufgrund neuer Entwicklungen im Drucksystem benétigt
wiirden.

11.7.2 Fiir einen PostScript-Drucker ist keine
geeignete PPD-Datei verfiigbar

Wenn das Paket manufacturer—-PPDs fiir einen PostScript-Drucker keine geeignete
PPD-Datei enthilt, sollte es moglich sein, die PPD-Datei von der Treiber-CD des
Druckerherstellers zu verwenden, oder eine geeignete PPD-Datei von der Webseite des
Druckerherstellers herunterzuladen.

Wenn die PPD-Datei als Zip-Archiv (.zip) oder als selbstextrahierendes Zip-Archiv

(. exe) zur Verfligung gestellt wird, entpacken Sie sie mit unzip. Lesen Sie zunichst
die Lizenzvereinbarung fiir die PPD-Datei. Priifen Sie dann mit dem Dienstprogramm
cupstestppd, ob die PPD-Datei den Spezifikationen "Adobe PostScript Printer
Description File Format Specification, Version 4.3." entspricht. Wenn das Dienstpro-
gramm "FAIL" zuriickgibt, sind die Fehler in den PPD-Dateien schwerwiegend und
werden sehr wahrscheinlich groere Probleme verursachen. Die von cupstestppd
protokollierten Problempunkte miissen behoben werden. Fordern Sie beim Druckerher-
steller ggf. eine geeignete PPD-Datei an.

11.7.3 Parallele Anschliisse

Die sicherste Methode ist, den Drucker direkt an den ersten Parallelanschluss anzuschlie-
Ben und im BIOS die folgenden Einstellungen fiir Parallelanschliisse auszuwéhlen:

* E/A-Adresse: 378 (hexadezimal)
+ Interrupt: nicht relevant

* Modus: Normal, SPP oder Nur Ausgabe
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« DMA: deaktiviert

‘Wenn der Drucker trotz dieser Einstellungen {iber den Parallelanschluss nicht angespro-
chen werden kann, geben Sie die E/A-Adresse explizit entsprechend den Einstellungen
im BIOS in der Form 0x378 in /etc/modprobe. conf ein. Wenn zwei Parallelan-
schliisse vorhanden sind, die auf die E/A-Adressen 378 und 2 78 (hexadezimal) gesetzt
sind, geben Sie diese in Form von 0x378, 0x278 ein.

Wenn Interrupt 7 frei ist, kann er mit dem in Beispiel 11.1, ,,/etc/modprobe . conf:
Interrupt-Modus fiir den ersten parallelen Port* (S. 181) dargestellten Eintrag aktiviert
werden. Priifen Sie vor dem Aktivieren des Interrupt-Modus die Datei /proc/
interrupts, um zu sehen, welche Interrupts bereits verwendet werden. Es werden
nur die aktuell verwendeten Interrupts angezeigt. Dies kann sich je nachdem, welche
Hardwarekomponenten aktiv sind, &ndern. Der Interrupt fiir den Parallelanschluss darf
von keinem anderen Gerédt verwendet werden. Wenn Sie sich diesbeziiglich nicht sicher
sind, verwenden Sie den Polling-Modus mit i rg=none.

Beispiel 11.1 /etc/modprobe.conf: Interrupt-Modus fiir den ersten parallelen Port

alias parport_lowlevel parport_pc
options parport_pc io=0x378 irg=7

11.7.4 Netzwerkdrucker-Verbindungen

Netzwerkprobleme identifizieren
SchlieBen Sie den Drucker direkt an den Computer an. Konfigurieren Sie den
Drucker zu Testzwecken als lokalen Drucker. Wenn dies funktioniert, werden die
Probleme netzwerkseitig verursacht.

TCP/IP-Netzwerk priifen
Das TCP/IP-Netzwerk und die Namensauflosung miissen funktionieren.

Entfernten 1pd priifen
Geben Sie den folgenden Befehl ein, um zu testen, ob zu 1pd (Port 515) auf host
eine TCP-Verbindung hergestellt werden kann:

netcat -z host 515 && echo ok || echo failed

Wenn die Verbindung zu 1pd nicht hergestellt werden kann, ist 1 pd entweder
nicht aktiv oder es liegen grundlegende Netzwerkprobleme vor.
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Geben Sie als root den folgenden Befehl ein, um einen (mdglicherweise sehr
langen) Statusbericht flir gueue auf dem entfernten host abzufragen, vorausge-
setzt, der entsprechende 1pd ist aktiv und der Host akzeptiert Abfragen:

echo -e "\004queue" \
| netcat -w 2 -p 722 host 515

Wenn 1pd nicht antwortet, ist er entweder nicht aktiv oder es liegen grundlegende
Netzwerkprobleme vor. Wenn 1pd reagiert, sollte die Antwort zeigen, warum das
Drucken in der queue auf host nicht méglich ist. Wenn Sie eine Antwort erhalten
wie in Beispiel 11.2, ,,Fehlermeldung von 1pd“ (S. 182) gezeigt, wird das Problem
durch den entfernten 1pd verursacht.

Beispiel 11.2 Fehlermeldung von Ipd

lpd: your host does not have line printer access
lpd: queue does not exist

printer: spooling disabled

printer: printing disabled

Entfernten cupsd priifen

Ein CUPS-Netzwerkserver kann die Warteschlangen standardmifig alle 30
Sekunden per Broadcast iiber den UDP-Port 631 senden. Demzufolge kann mit
dem folgenden Kommando getestet werden, ob im Netzwerk ein CUPS-Netzwerk-
server mit aktivem Broadcast vorhanden ist. Stoppen Sie unbedingt Thren lokalen
CUPS-Dimon, bevor Sie das Kommando ausfiihren.

netcat -u -1 -p 631 & PID=$! ; sleep 40 ; kill $PID
Wenn ein CUPS-Netzwerkserver vorhanden ist, der Informationen {iber Broadcas-

ting sendet, erscheint die Ausgabe wie in Beispiel 11.3, ,,Broadcast vom CUPS-
Netzwerkserver (S. 182) dargestellt.

Beispiel 11.3 Broadcast vom CUPS-Netzwerkserver
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Mit dem folgenden Befehl konnen Sie testen, ob mit cupsd (Port 631) auf host
eine TCP-Verbindung hergestellt werden kann:

netcat -z host 631 && echo ok || echo failed

Wenn die Verbindung zu cupsd nicht hergestellt werden kann, ist cupsd entweder
nicht aktiv oder es liegen grundlegende Netzwerkprobleme vor. lpstat -h



host -1 -t gibt einen (mdglicherweise sehr langen) Statusbericht fiir alle
Warteschlangen auf host zuriick, vorausgesetzt, dass der entsprechende cupsd
aktiv ist und der Host Abfragen akzeptiert.

Mit dem nichsten Befehl kdnnen Sie testen, ob die Warteschlange auf Host
einen Druckauftrag akzeptiert, der aus einem einzigen CR-Zeichen (Carriage-
Return) besteht. In diesem Fall sollte nichts gedruckt werden. Moglicherweise wird
eine leere Seite ausgegeben.

echo —en "\r" \
| 1p -d queue -h host

Fehlerbehebung fiir einen Netzwerkdrucker oder eine Print Server Box

Spooler, die in einer Print Server Box ausgefiihrt werden, verursachen gelegentlich
Probleme, wenn sie mehrere Druckaufirdge bearbeiten miissen. Da dies durch den
Spooler in der Print Server Box verursacht wird, gibt es keine Méglichkeit, dieses
Problem zu beheben. Sie haben jedoch die Moglichkeit, den Spooler in der Print
Server Box zu umgehen, indem Sie den an die Print Server Box angeschlossenen
Drucker {iber den TCP-Socket direkt kontaktieren. Weitere Informationen hierzu
finden Sie unter Abschnitt 11.4, ,,Netzwerkdrucker® (S. 173).

Auf diese Weise wird die Print Server-Box auf einen Konvertierer zwischen den
unterschiedlichen Formen der Dateniibertragung (TCP/IP-Netzwerk und lokale
Druckerverbindung) reduziert. Um diese Methode verwenden zu kdnnen, miissen
Sie den TCP-Port der Print Server Box kennen. Wenn der Drucker eingeschaltet
und an die Print Server Box angeschlossen ist, kann dieser TCP-Port in der Regel
mit dem Dienstprogramm nmap aus dem Paket nmap ermittelt werden, wenn die
Print Server Box einige Zeit eingeschaltet ist. Beispiel: nmap IP-Adresse gibt
die folgende Ausgabe fiir eine Print Server-Box zuriick:

Port State Service
23/tcp open telnet
80/tcp open http
515/tcp open printer
631/tcp open cups
9100/tcp open jetdirect

Diese Ausgabe gibt an, dass der an die Print Server-Box angeschlossene Drucker
tiber TCP-Socket an Port 91 00 angesprochen werden kann. nmap priift standard-
méaBig nur eine bestimmte Anzahl der allgemein bekannten Ports, die in /usr/
share/nmap/nmap-services aufgefiihrt sind. Um alle moglichen Ports zu
iiberpriifen, verwenden Sie den Befehl nmap
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-p Ausgangs—-Port-Ziel-PortIP-Adresse.Dieskann einige Zeit dauern.
Weitere Informationen finden Sie auf der man-Seite zu ypbind.

Geben Sie einen Befehl ein wie

echo —en "\rHello\r\f" | netcat -w 1 IP-address port
cat file | netcat -w 1 IP-address port

um Zeichenketten oder Dateien direkt an den entsprechenden Port zu senden, um
zu testen, ob der Drucker auf diesem Port angesprochen werden kann.

11.7.5 Fehlerhafte Ausdrucke ohne
Fehlermeldung

Fiir das Drucksystem ist der Druckauftrag abgeschlossen, wenn das CUPS-Back-End
die Dateniibertragung an den Empfanger (Drucker) abgeschlossen hat. Wenn die wei-
tere Verarbeitung auf dem Empfédnger nicht erfolgt (z. B. wenn der Drucker die
druckerspezifischen Daten nicht drucken kann), wird dies vom Drucksystem nicht
erkannt. Wenn der Drucker die druckerspezifischen Daten nicht drucken kann, wihlen
Sie eine PPD-Datei, die fiir den Drucker besser geeignet ist.

11.7.6 Deaktivierte Warteschlangen

Wenn die Dateniibertragung zum Empfanger auch nach mehreren Versuchen nicht
erfolgreich ist, meldet das CUPS-Back-End, z. B. USB oder socket, dem Drucksystem
(an cupsd) einen Fehler. Das Backend bestimmt, wie viele erfolglose Versuche
angemessen sind, bis die Dateniibertragung als unmoglich gemeldet wird. Da weitere
Versuche vergeblich wéren, deaktiviert cupsd das Drucken fiir die entsprechende
Warteschlange. Nachdem der Systemadministrator das Problem behoben hat, muss er

das Drucken mit dem Kommando cupsenable wieder aktivieren.

11.7.7 CUPS-Browsing: Loschen von
Druckauftragen

Wenn ein CUPS-Netzwerkserver seine Warteschlangen den Client-Hosts via Browsing
bekannt macht und auf den Host-Clients ein geeigneter lokaler cupsd aktiv ist,
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akzeptiert der Client-cupsd Druckauftrdge von Anwendungen und leitet sie an den
cupsd auf dem Server weiter. Wenn cupsd auf dem Server einen Druckauftrag
akzeptiert, wird diesem eine neue Auftragsnummer zugewiesen. Daher unterscheidet
sich die Auftragsnummer auf dem Client-Host von der auf dem Server. Da ein Druck-
auftrag in der Regel sofort weitergeleitet wird, kann er mit der Auftragsnummer auf
dem Client-Host nicht geldoscht werden. Dies liegt daran, dass der Client-cupsd den
Druckaufirag als abgeschlossen betrachtet, sobald dieser an den Server-cupsd weiter-
geleitet wurde.

Wenn der Druckauftrag auf dem Server geldscht werden soll, geben Sie ein Kommando
wie lpstat -h cups.example.com -o ein. Sie ermitteln damit die Auftrags-
nummer auf dem Server, wenn der Server den Druckauftrag nicht bereits abgeschlossen
(d. h. an den Drucker gesendet) hat. Mithilfe dieser Auftragsnummer kann der Druck-
auftrag auf dem Server geldscht werden:

cancel -h cups.example.com queue-jobnnumber

11.7.8 Fehlerhafte Druckauftrdge und Fehler
bei der Dateniibertragung

Wenn Sie wihrend des Druckvorgangs den Drucker oder den Computer abschalten,
bleiben Druckauftriage in der Warteschlange. Der Druckvorgang wird wieder aufgenom-
men, sobald der Computer (bzw. der Drucker) wieder eingeschaltet wird. Fehlerhafte
Druckauftrdge miissen mit cancel aus der Warteschlange entfernt werden.

Wenn ein Druckauftrag fehlerhaft ist oder wihrend der Kommunikation zwischen dem
Host und dem Drucker ein Fehler auftritt, druckt der Drucker mehrere Seiten Papier
mit unleserlichen Zeichen, da er die Daten nicht ordnungsgemif verarbeiten kann.
Fiihren Sie die folgenden Schritte aus, um dieses Problem zu beheben:

1 Um den Druckvorgang zu beenden, entfernen Sie das Papier aus Tintenstrahldruckern
oder 6ffnen Sie die Papierzufuhr bei Laserdruckern. Qualitativ hochwertige Drucker
sind mit einer Taste zum Abbrechen des aktuellen Druckauftrags ausgestattet.

2 Der Druckauftrag befindet sich méglicherweise noch in der Warteschlange, da die
Auftrige erst dann entfernt werden, wenn sie vollstindig an den Drucker {ibertragen
wurden. Geben Sie 1pstat —o oder lpstat -h cups.example.com -o
ein, um zu priifen, iiber welche Warteschlange aktuell gedruckt wird. Loschen Sie
den Druckauftrag mit cancel Warteschlange—-Auftragsnummer oder
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mit cancel —-h cups.example.com
Warteschlange-Auftragsnummer.

3 Auch wenn der Druckauftrag aus der Warteschlange geldscht wurde, werden einige
Daten weiter an den Drucker gesendet. Priifen Sie, ob ein CUPS-Backend-Prozess
fiir die entsprechende Warteschlange ausgefiihrt wird und wenn ja, beenden Sie ihn.
Fiir einen an den Parallelanschluss angeschlossenen Drucker geben Sie beispielsweise
den Befehl fuser -k /dev/1pO ein, um alle Prozesse zu beenden, die aktuell
noch auf den Drucker (den parallelen Port) zugreifen.

4 Setzen Sie den Drucker vollstdndig zuriick, indem Sie ihn fiir einige Zeit ausschalten.
Legen Sie anschlieend Papier ein und schalten Sie den Drucker wieder ein.

11.7.9 Fehlerbehebung beim
CUPS-Drucksystem

Suchen Sie Probleme im CUPS-Drucksystem mithilfe des folgenden generischen Ver-
fahrens:

1 Setzen Sie LogLevel debugin /etc/cups/cupsd.conf.
2 Stoppen Sie cupsd.

3 Entfernen Sie /var/log/cups/error_1log*,um das Durchsuchen sehr grofer
Protokolldateien zu vermeiden.

4 Starten Sie cupsd.

5 Wiederholen Sie die Aktion, die zu dem Problem gefiihrt hat.

6 Lesen Sie die Meldungen in /var/log/cups/error_log*, um die Ursache
des Problems zu identifizieren.
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11.7.10 Weiterfiihrende Informationen

Losungen zu vielen spezifischen Problemen sind in der SUSE-Support-Datenbank
enthalten (http://en.opensuse.org/Portal : Support_database). Die
gesuchten Themen finden Sie am schnellsten mit einer Textsuche nach SDB: CUPS.
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Installieren und Konfigurieren
von Schriften fiir die grafische
Benutzeroberflache

Weitere Schriften lassen sich in openSUSE® schnell und einfach installieren. Kopieren
Sie einfach die Schriften in ein beliebiges Verzeichnis im X11-Pfad fiir Schriften (siehe
Abschnitt 12.1, ,,X11 Core-Schriften® (S. 190)). Damit die Schriften verwendet werden
konnen, sollte das Installationsverzeichnis ein Unterverzeichnis der Verzeichnisse sein,
diein /etc/fonts/fonts.conf konfiguriert sind (siehe Abschnitt 12.2, , Xft“
(S.192)), oder es sollte iiber /etc/fonts/suse-font-dirs.conf indiese Datei
eingefiigt worden sein.

Nachfolgend ein Ausschnitt aus der Datei /etc/fonts/fonts.conf. Diese Datei
ist die Standard-Konfigurationsdatei, die fiir die meisten Konfigurationen geeignet ist.
Sie definiert auch das eingeschlossene Verzeichnis /etc/fonts/conf.d. Alle
Dateien und symbolischen Links in diesem Verzeichnis, die mit einer zweistelligen
Zahl beginnen, werden von fontconfig geladen. Ausfiihrliche Erlduterungen zu dieser
Funktion finden Sie in der Datei /etc/fonts/conf .d/README.

<!-- Font directory list -->
<dir>/usr/share/fonts</dir>
<dir>/usr/X11R6/1ib/X11/fonts</dir>
<dir>/opt/kde3/share/fonts</dir>
<dir>/usr/local/share/fonts</dir>
<dir>~/.fonts</dir>

/etc/fonts/suse-font-dirs.conf wird automatisch generiert, um Schriften
abzurufen, die mit Anwendungen (meist von anderen Herstellern) wie OpenOffice.org,
Java oder Adobe Acrobat Reader geliefert werden. Ein typischer Eintrag wiirde wie
folgt aussehen:

Installieren und Konfigurieren von Schriften fiir die grafische Benutzeroberflache
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<dir>/usr/lib/Adobe/Reader9/Resource/Font</dir>
<dir>/usr/lib/Adobe/Reader9/Resource/Font/PFM</dir>

Um zusitzliche Schriften systemweit zu installieren, kopieren Sie Schriftdateien
manuell (als root) in ein geeignetes Verzeichnis, beispielsweise /usr/share/
fonts/truetype. Alternativ kann diese Aktion auch mithilfe des KDE-Schrift-
Installationsprogramms in den personlichen KDE-Einstellungen durchgefiihrt werden.
Das Ergebnis ist dasselbe.

Anstatt die eigentlichen Schriften zu kopieren, konnen Sie auch symbolische Links
erstellen. Beispielsweise kann dies sinnvoll sein, wenn Sie lizenzierte Schriften auf
einer gemounteten Windows-Partition haben und diese nutzen mdchten. Fithren Sie
anschliefend SuSEconfig —-module fonts aus.

SuSEconfig —-module fonts startet das fiir die Schriftenkonfiguration
zustindige Skript /usr/sbin/fonts-config. Weitere Informationen zu diesem
Skript finden Sie auf der man-Seite man fonts-config.

Die Vorgehensweise ist fiir Bitmap-, TrueType- und OpenType-Schriften sowie Typel-
Schriften (PostScript) dieselbe. Alle diese Schriften kdnnen in einem beliebigen Ver-
zeichnis installiert werden, das font s—conf ig bekannt ist.

X.Org enthélt zwei komplett unterschiedliche Schriftsysteme: das alte X77/-Core-
Schriftsystem und das neu entwickelte System Xfi und fontconfig. In den folgenden
Abschnitten wird kurz auf diese beiden Systeme eingegangen.

12.1 X11 Core-Schriften

Heute unterstiitzt das X11 Core-Schriftsystem nicht nur Bitmap-Schriften, sondern
auch skalierbare Schriften wie Typel-, TrueType- und OpenType-Schriften. Skalierbare
Schriften werden nur ohne Antialiasing und Subpixel-Rendering unterstiitzt und das
Laden von grof3en skalierbaren Schriften mit Zeichen fiir zahlreiche Sprachen kann
sehr lange dauern. Unicode-Schriften werden ebenfalls unterstiitzt, aber ihre Verwendung
kann mit erheblichem Zeitaufwand verbunden sein und erfordert mehr Speicher.

Das X11 Core-Schriftsystem weist mehrere grundsdtzliche Schwichen auf. Es ist
iiberholt und kann nicht mehr sinnvoll erweitert werden. Zwar muss es noch aus
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Griinden der Abwirtskompatibilitdt beibehalten werden, doch das modernere System
"Xft/fontconfig" sollte immer verwendet werden, wenn es moglich ist.

Der X-Server muss die verfiigbaren Schriften und deren Speicherorte im System kennen.
Dies wird durch Verwendung der Variablen FontPath erreicht, in der die Pfade zu
allen giiltigen Schriftverzeichnissen des Systems vermerkt sind. In jedem dieser Ver-
zeichnisse sind die dort verfiigbaren Schriften in einer Datei mit dem Namen fonts
.dir aufgefiihrt. Der FontPath wird vom X Server beim Systemstart erzeugt. Der
Server sucht an jedem Speicherort, auf den die FontPath-Eintrdge der Konfigurati-
onsdatei /etc/X11/xorg.conf verweisen, nach einer giiltigen font s . dir-Datei.
Diese Eintrdge befinden sich im Abschnitt Files. Der FontPath ldsst sich mit dem
Befehl xset g anzeigen. Dieser Pfad kann auch zur Laufzeit mit dem Befehl xset
gedndert werden. Zusétzliche Pfade werden mit xset+fp <Pfad> hinzugefiigt.
Unerwiinschte Pfade kénnen mit xset—-fp <Pfad> geldscht werden.

Wenn der X-Server bereits aktiv ist, konnen Sie neu installierte Schriften in eingehingten
Verzeichnissen mit dem Befehl xset fp rehash verfliigbar machen. Dieser Befehl
wird von SuSEconfig--module fonts ausgefiihrt. Da zur Ausfiihrung des Befehls
xset der Zugriff auf den laufenden X-Server erforderlich ist, ist dies nur moglich,
wenn SuSEconfig--module fonts von einer Shell aus gestartet wird, die Zugriff
auf den laufenden X-Server hat. Am einfachsten erreichen Sie dies, indem Sie su und
das r oot-Passwort eingeben und dadurch r oot -Berechtigungen erlangen. su tibertragt
die Zugriffsberechtigungen des Benutzers, der den X Server gestartet hat, auf die
root-Shell. Wenn Sie {iberpriifen mdchten, ob die Schriften ordnungsgemif installiert
wurden und tiber das X11 Core-Schriftsystem verfiigbar sind, geben Sie den Befehl
x1sfonts ein, um alle verfiigharen Schriften aufzulisten.

StandardmifBig arbeitet openSUSE mit UTF-8-Gebietsschemata. Daher sollten nach
Moglichkeit Unicode-Schriften verwendet werden (Schriftnamen, die in der von
x1lsfonts ausgegebenen Liste auf i s010646-1 enden). Alle verfiigbaren Unicode-
Schriften lassen sich iiber das Kommando x1sfonts | grep iso0l10646-1 auf-
listen. Praktisch alle Unicode-Schriften, die unter openSUSE zur Verfiigung stehen,
umfassen zumindest die fiir europdische Sprachen erforderlichen Schriftzeichen (frither
als 1so-8859-* kodiert).
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12.2 Xft

Die Programmierer von Xft haben von Anfang an sichergestellt, dass auch skalierbare
Schriften, die Antialiasing nutzen, problemlos unterstiitzt werden. Bei Verwendung
von Xft werden die Schriften von der Anwendung, die die Schriften nutzt, und nicht
vom X-Server gerendert, wie es beim X11 Core-Schriftsystem der Fall ist. Auf diese
Weise hat die jeweilige Anwendung Zugriff auf die eigentlichen Schriftdateien und
kann genau steuern, wie die Zeichen gerendert werden. Dies bildet eine optimale Basis
fiir die ordnungsgemifle Textdarstellung fiir zahlreiche Sprachen. Direkter Zugriff auf
die Schriftdateien ist sehr niitzlich, wenn Schriften fiir die Druckausgabe eingebettet
werden sollen. So ldsst sich sicherstellen, dass der Ausdruck genau der Bildschirmdar-
stellung entspricht.

Unter openSUSE nutzen die beiden Desktop-Umgebungen (KDE und GNOME),
Mozilla und zahlreiche andere Anwendungen bereits standardméaBig Xft. Xft wird
inwischen von mehr Anwendungen genutzt als das alte X11 Core-Schriftsystem.

Xft greift fiir die Suche nach Schriften und fiir deren Darstellung auf die fontconfig-
Bibliothek zuriick. Die Eigenschaften von fontconfig werden durch die globale Konfi-
gurationsdatei /etc/fonts/fonts.conf gesteuert. Spezielle Konfigurationen
solltenzu /etc/fonts/local.conf und der benutzerspezifischen Konfigurations-

datei ~/ . fonts.conf hinzugefiigt werden. Jede dieser fontconfig-Konfigurations-
dateien muss folgendermafen beginnen:

<?xml version="1.0"7?>
<!DOCTYPE fontconfig SYSTEM "fonts.dtd">
<fontconfig>

Enden miissen die Dateien wie folgt:

</fontconfig>

‘Wenn Sie moOchten, dass weitere Verzeichnisse nach Schriften durchsucht werden sollen,
fiigen Sie Zeilen in der folgenden Weise hinzu:

<dir>/usr/local/share/fonts/</dir>

Dies ist jedoch in der Regel nicht erforderlich. Standardm@Big ist das benutzerspezifische
Verzeichnis ~/ . font s bereits in die Datei /etc/fonts/fonts.conf eingetragen.
Entsprechend miissen Sie die zusdtzlichen Schriften einfach nur nach ~/ . fonts
kopieren, um sie zu installieren.

Referenz



AuBerdem konnen Sie Regeln angeben, die die Darstellung der Schriften beeinflussen.
Geben Sie beispielsweise Folgendes ein:

<match target="font">

<edit name="antialias" mode="assign">
<bool>false</bool>

</edit>

</match>

Hierdurch wird das Antialiasing fiir alle Schriften aufgehoben. Wenn Sie hingegen

<match target="font">

<test name="family">
<string>Luxi Mono</string>
<string>Luxi Sans</string>

</test>

<edit name="antialias" mode="assign">
<bool>false</bool>

</edit>

</match>

eingeben, wird das Antialiasing nur fiir bestimmte Schriften aufgehoben.

Standardmifig verwenden die meisten Anwendungen die Schriftbezeichnungen
sans-serif (bzw. sans), serif oder monospace. Hierbei handelt es sich nicht
um eigentliche Schriften, sondern nur um Aliasnamen, die je nach Spracheinstellung
in eine passende Schrift umgesetzt werden.

Benutzer kdnnen problemlos Regeln zur Datei ~/ . fonts . conf hinzufiigen, damit
diese Aliasnamen in ihre bevorzugten Schriften umgesetzt werden:

<alias>
<family>sans-serif</family>
<prefer>
<family>FreeSans</family>
</prefer>
</alias>
<alias>
<family>serif</family>
<prefer>
<family>FreeSerif</family>
</prefer>
</alias>
<alias>
<family>monospace</family>
<prefer>
<family>FreeMono</family>
</prefer>
</alias>
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Da fast alle Anwendungen standardmif3ig mit diesen Aliasnamen arbeiten, betrifft
diese Anderung praktisch das gesamte System. Daher kénnen Sie nahezu iiberall sehr
einfach Thre Lieblingsschriften verwenden, ohne die Schrifteinstellungen in den einzelnen
Anwendungen dndern zu miissen.

Mit dem Befehl fc—-1ist finden Sie heraus, welche Schriften installiert sind und
verwendet werden konnen. Der Befehl £ c—11 st gibt eine Liste aller Schriften zurtick.
Wenn Sie wissen mochten, welche der skalierbaren Schriften (: scalable=true)
alle erforderlichen Zeichen fiir Hebrdisch (: 1 ang=he) enthalten und Sie deren Namen
(family), Schnitt (style)und Stirke (weight) sowie die Namen der entsprechenden
Schriftdateien anzeigen mochten, geben Sie folgendes Kommando ein:

fc-1list ":lang=he:scalable=true" family style weight

Auf diesen Befehl kann beispielsweise Folgendes zuriickgegeben werden:

Lucida Sans:style=Demibold:weight=200

DejaVu Sans:style=Bold Oblique:weight=200
Lucida Sans Typewriter:style=Bold:weight=200
DejaVu Sans:style=0Oblique:weight=80

Lucida Sans Typewriter:style=Regular:weight=80
DejaVu Sans:style=Book:weight=80

DejaVu Sans:style=Bold:weight=200

Lucida Sans:style=Regular:weight=80

In der folgenden Tabelle finden Sie wichtige Parameter, die mit dem Befehl fc-11ist
abgefragt werden kdnnen:

Tabelle 12.1 Parameter zur Verwendung mit fc-list

Parameter Bedeutung und zulédssige Werte

family Der Name der Schriftamilie, z. B. FreeSans.
foundry Der Hersteller der Schrift, z. B. urw.

style Der Schriftschnitt, z. B. Medium, Regular, Bold,

Italic oder Heavy.

194 Referenz



Parameter

Bedeutung und zulédssige Werte

lang

weight

slant

geschrieben

werden

outline

scalable

bitmap

pixelsize

Die Sprache, die von dieser Schrift unterstiitzt wird, z. B.
de fiir Deutsch, ja fiir Japanisch, zh—TW fiir traditionelles
Chinesisch oder zh—CN fiir vereinfachtes Chinesisch.

Die Schriftstirke, z. B. 80 fiir normale Schrift oder 200
fiir Fettschrift.

Die Schriftneigung, in der Regel 0 fiir gerade Schrift und
100 fiir Kursivschrift.

Der Name der Schriftdatei.

true fiir Konturschriften oder false fiir sonstige
Schriften.

true fiir skalierbare Schriften oder fal se fiir sonstige
Schriften.

true fiir Bitmap-Schriften oder false fiir sonstige
Schriften.

Schriftgréfe in Pixel. In Verbindung mit dem Befehl "fc-
list" ist diese Option nur bei Bitmap-Schriften sinnvoll.
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Dienstprogramme zur
Systemiiberwachung

Es stehen eine Reihe von Programmen, Tools und Dienstprogrammen zur Verfiigung,
mit denen Sie den Status des Systems iiberpriifen konnen. In diesem Kapitel werden
einige dieser Hilfsmittel vorgestellt und die wichtigsten und am haufigsten genutzten
Parameter werden beschrieben.

Fiir die beschriebenen Kommandos werden jeweils beispielhafte Ausgaben dargestellt.
Darin ist die erste Zeile das Kommando selbst (nach einem >- oder #-Zeichen als Ein-
gabeaufforderung). Auslassungen sind durch eckige Klammern ([ . . . 1) gekennzeichnet
und lange Zeilen werden, falls erforderlich, umgebrochen. Umbriiche langer Zeilen
sind durch einen umgekehrten Schrigstrich (\) gekennzeichnet.
# command -x -y
output line 1
output line 2
output line 3 is annoyingly long, so long that \

we have to break it

output line 3

[...]
output line 98
output line 99

Die Beschreibungen sind bewusst kurz gehalten, damit so viele Dienstprogramme wie
moglich angesprochen werden konnen. Weitere Informationen zu allen Kommandos
finden Sie auf den entsprechenden man-Seiten. Die meisten Kommandos verstehen
auch die Option ——he1p, mit der Sie eine kurze Liste der verfiigbaren Parameter
anzeigen konnen.
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13.1 Mehrzweck-Tools

Die meisten Tools zur Systemiiberwachung in Linux konzentrieren sich jeweils auf
einen bestimmten Aspekt des Systems. Es gibt jedoch einige "Allzweck-Tools", die
mehrere Aspekte des Systems gleichzeitig betrachten. Mit diesen Tools verschaffen
Sie sich einen ersten Uberblick und Sie kénnen sich fiir einen Teil des Systems entschei-
den, den Sie ndher untersuchen méchten.

13.1.1 vimstat

vmstat sammelt Informationen zu Prozessen, zum Arbeitsspeicher, zur E/A, zu Interrupts
und zum Prozessor. Wenn Sie dieses Kommando ohne eine Abtastrate aufrufen, werden
die Durchschnittswerte seit dem letzten Neustart angezeigt. Beim Aufrufen mit Abta-
strate werden die tatsdchlichen Werte zuriickgegeben:

Beispiel 13.1 vmstat-Ausgabe auf einem schwach ausgelasteten Rechner

tux@mercury:~> vmstat -a 2

procs ——————————- memory-——————-———— ——-— swap-- ————-— io——-- -system-- ————- cpu-——-—--——-
r b swpd free inact active si so bi bo in cs us sy 1id wa st
0 0 0 750992 570648 548848 0 0 0 1 8 9 0 0100 O
0 0 0 750984 570648 548912 0 0 0 0 63 48 1 0 99 0 0
0 0 0 751000 570648 548912 0 0 0 0 55 47 0 0100 0 O
0 0 0 751000 570648 548912 0 0 0 0 56 50 0 0 100 0 O
0 0 0 751016 570648 548944 0 0 0 0 57 50 0 0 100 0 O
Beispiel 13.2 vmstat-Ausgabe auf einem stark ausgelasteten Rechner
tux@mercury:~> vmstat 2
procs ——————————-— memory-—-—————————— ——— swap—-— ————-— io-——- -system—— —-———- cpu--—-—-——-—
r b swpd free buff cache si so bi bo in cs us sy id wa st
32 1 26236 459640 110240 6312648 0 0 9944 2 4552 6597 95 5 0 0 O
23 1 26236 396728 110336 6136224 0 9588 0 4468 6273 94 0 0
35 0 26236 554920 110508 6166508 0 0 7684 27992 4474 4700 95 5 0 0 O
28 0 26236 518184 110516 6039996 0 0 10830 4 4446 4670 94 6 0 0 O
21 5 26236 716468 110684 6074872 0 0 8734 20534 4512 4061 96 4 0 0 O
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TIPP

Die erste Zeile der vmstat-Ausgabe enthilt stets die Durchschnittswerte seit
dem letzten Neustart.

Die Spalten zeigen Folgendes:

r
Anzahl der Prozesse in der Warteschlange. Diese Prozesse warten zur Ausfithrung
auf eine freie Prozessorposition. Wenn die Anzahl der Prozesse in dieser Spalte
standig hoher ist als die Anzahl der verfligbaren Prozessoren, weist dies darauf hin,
dass die Prozessorleistung nicht ausreicht.

b
Anzahl der Prozesse, die auf eine andere Ressource warten (nicht auf einen Prozes-
sor). Ein hoher Wert in dieser Spalte kann auf ein E/A-Problem (Netzwerk oder
Festplatte) hinweisen.

swpd
Menge des zurzeit genutzten Auslagerungsspeichers.

Frei
Menge des nicht genutzten Arbeitsspeichers.

inact
Bislang nicht genutzter Arbeitsspeicher, der zuriickgewonnen werden kann. Diese
Spalte ist nur dann sichtbar, wenn vmst at mit dem Parameter —a aufgerufen wird
(empfohlen).

AKTIV

Diese Spalte ist nur dann sichtbar, wenn vmst at mit dem Parameter —a aufgerufen
wird (empfohlen).

buff

Dateipuffer-Cache im RAM. Diese Spalte ist nicht sichtbar, wenn vimstat mit
dem Parameter —a aufgerufen wird (empfohlen).

cache
Seiten-Cache im RAM. Diese Spalte ist nicht sichtbar, wenn vmstat mit dem
Parameter —a aufgerufen wird (empfohlen).
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Menge der Daten, die pro Sekunde aus dem RAM in den Auslagerungsspeicher
verschoben werden. Hohe Werte iiber einen lingeren Zeitraum in dieser Spalte
weisen darauf hin, dass eine groBBere Menge RAM im Rechner eingebaut werden
sollte.

Menge der Daten, die pro Sekunde aus dem Auslagerungsspeicher in den RAM
verschoben werden. Hohe Werte iiber einen lingeren Zeitraum in dieser Spalte
weisen darauf hin, dass eine groflere Menge RAM im Rechner eingebaut werden
sollte.

Anzahl der Blocke, die pro Sekunde von einem Blockgerit empfangen werden (z.
B. beim Auslesen von Festplatte). Die Nutzung der Auslagerungsdatei wirkt sich
auch auf die hier angezeigten Werte aus.

Anzahl der Blocke, die pro Sekunde an ein Blockgerit gesendet werden (z. B. beim
Schreiben auf Festplatte). Die Nutzung der Auslagerungsdatei wirkt sich auch auf
die hier angezeigten Werte aus.

Interrupts pro Sekunde. Ein hoher Wert weist auf rege E/A (Netzwerk und/oder
Festplatte) hin.

Anzahl der Kontext-Umschaltungen pro Sekunde. Vereinfacht bedeutet dies, dass
der Kernel den ausfiihrbaren Code eines Programms im Arbeitsspeicher durch den
ausfiihrbaren Code eines zweiten Programms ersetzen muss.

Prozentuale Auslastung des Prozessors durch Benutzerprozesse.

Prozentuale Auslastung des Prozessors durch Systemprozesse.

Prozentuale Prozessorzeit im Leerlauf. Ist dieser Wert {iber einen langeren Zeitraum
gleich Null, arbeiten die Prozessoren mit Vollauslastung. Dies ist nicht in jedem



Fall ein schlechtes Zeichen. Ermitteln Sie stattdessen anhand der Werte in den
Spalten » und b, ob der Rechner mit ausreichend Prozessorleistung ausgestattet ist.

wa
Wartezeit auf E/A. Ist dieser Wert {iber einen langeren Zeitraum deutlich hoher als
Null, liegt ein Engpass im E/A-System (Netzwerk oder Festplatte) vor.

St
Prozentualer Anteil an der Prozessorzeit, der von virtuellen Maschinen genutzt
wird.

Weitere Optionen siehe vmstat —-help.

13.1.2 Informationen zur Systemaktivitat:
sar und sadc

Mit sar konnen umfangreiche Berichte zu fast alle wichtigen Systemaktivititen
generiert werden, darunter CPU-, Speicher-, IRQ-Auslastung, EA oder Netzwerk.
Hiermit kénnen Sie Berichte direkt generieren oder auch vorhandene Berichte abfragen,
die in der Sammelstelle der Systemaktivititsdaten (sadc, System Activity Data Col-
lector) zusammengestellt wurden. Bei sar und sadc werden alle Daten aus dem
Dateisystem /proc erfasst.

ANMERKUNG: sysstat-Paket

sar und sadc gehoren zum sysstat-Paket. Dieses Paket muss entweder mit
YaST oder mit zypper in sysstat installiert werden.

Automatische Zusammenstellung der tdglichen
Statistik mit sadc

Wenn Sie Ihr System {iber einen ldngeren Zeitraum hinweg {iberwachen mdchten, lassen
Sie die Daten mit sadc automatisch erfassen. Diese Daten konnen Sie jederzeit mit
sar auslesen. Zum Starten von sadc fiihren Sie einfach
/etc/init.d/boot.sysstat start aus. Damit wird eine Verbindung zu
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/etc/cron.d/ hinzugefiigt, so dass sadc mit der folgenden Standardkonfiguration
aufgerufen wird:

+ Alle verfiigbaren Daten werden erfasst.

* Die Daten werden in /var/log/sa/saTT geschrieben, wobei TT den aktuellen
Tag bezeichnet. Wenn eine Datei bereits vorhanden ist, wird sie archiviert.

* Der Ubersichtsbericht wird in /var/log/sa/sar TT geschrieben, wobei TT den
aktuellen Tag bezeichnet. Bereits vorhandene Dateien werden archiviert.

« Die Daten werden alle 10 Minuten erfasst, und ein Ubersichtsbericht wird alle 6
Stunden generiert (siehe /etc/sysstat/sysstat.cron).

* Die Daten werden mit dem Skript /usr/11ib64/sa/sal erfasst (bzw. /usr/
lib/sa/sal bei 32-Bit-Systemen).

* Die Ubersichten werden mit dem Skript /usr/1ib64/sa/sa2 generiert (bzw.
/usr/lib/sa/sa?2 bei 32-Bit-Systemen).

Soll die Konfiguration angepasst werden, kopieren Sie die Skripten sal und sa2 und
passen Sie sie an Thre Anforderungen an. Ersetzen Sie den Link /etc/cron.d/

sysstat durch eine angepasste Kopie von /etc/sysstat/sysstat.cron, mit
der Thre Skripten aufgerufen werden.

Generieren von Berichten mit sar

Zum direkten Generieren von Berichten rufen Sie sar mit Angabe eines Intervalls
(Sekunden) und einer Anzahl auf. Zum Generieren von Berichten aus Dateien geben
Sie mit der Option —f einen Dateinamen an (statt eines Intervalls und einer Anzahl).
Wenn Sie keinen Dateiname, kein Intervall und keine Anzahl angeben, versucht sar
einen Bericht aus /var/log/sa/saTT zu generieren, wobei TT den aktuellen Tag
bezeichnet. Dies ist der Standardpfad, in den sadc die Daten schreibt. Sollen mehrere
Dateien abgefragt werden, geben Sie die Option -f mehrfach an.

sar 2 10 # on-the-fly report, 10 times every 2 seconds
sar —-f ~/reports/sar_2010_05_03 # queries file sar_2010_05_03

sar # queries file from today in /var/log/sa/
cd /var/log/sa &&\

sar —-f sa0l -f sa02 # queries files /var/log/sa/0[12]
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Im Folgenden finden Sie Beispiele fiir sar-Aufrufe und ihre Interpretation. Ausfilihrliche
Informationen zur Bedeutung der einzelnen Spalten finden Sie auf der man-Seite
(1) fiir sar. Beachten Sie auSerdem die man-Seite zu weiteren Optionen und
Berichten — sar hat einiges zu bieten.

Bericht iiber die Prozessorauslastung: sar

Wenn Sie sar ohne Optionen aufrufen, wird ein grundlegender Bericht iiber die Pro-
zessorauslastung zuriickgegeben. Bei Rechnern mit mehreren Prozessoren werden die
Ergebnisse fiir alle Prozessoren zusammengefasst. Mit der Option —P ALL erhalten
Sie auBerdem die Statistik fiir die einzelnen Prozessoren.

mercury:~ # sar 10 5

Linux 2.6.31.12-0.2-default (mercury) 03/05/10 _xX86_64_ (2 CPU)
14:15:43 CPU Suser %nice $system $iowait $steal $idle
14:15:53 all 38.55 0.00 6.10 0.10 0.00 55.25
14:16:03 all 12.59 0.00 4.90 0.33 0.00 82.18
14:16:13 all 56.59 0.00 8.16 0.44 0.00 34.81
14:16:23 all 58.45 0.00 3.00 0.00 0.00 38.55
14:16:33 all 86.46 0.00 4.70 0.00 0.00 8.85
Average: all 49.94 0.00 5.38 0.18 0.00 44.50

Ist der Wert fiir %iowait (prozentuale Prozessorzeit im Leerlauf beim Warten auf E/A)
iiber einen langeren Zeitraum hinweg deutlich hoher als Null liegt ein Engpass im E/A-
System (Netzwerk oder Festplatte) vor. Ist der Wert fiir %idle iiber einen ldngeren
Zeitraum gleich Null, arbeiten die Prozessoren mit Vollauslastung.

Bericht iiber die Arbeitsspeicherauslastung: sar -r

Mit der Option —r verschaffen Sie sich einen Gesamteindruck iiber den Systemar-
beitsspeicher (RAM):

mercury:~ # sar -r 10 5
Linux 2.6.31.12-0.2-default (mercury) 03/05/10 _x86_64_ (2 CPU)

16:12:12 kbmemfree kbmemused %memused kbbuffers kbcached kbcommit %$commit

16:12:22 548188 1507488 73.33 20524 64204 2338284 65.10
16:12:32 259320 1796356 87.39 20808 72660 2229080 62.06
16:12:42 381096 1674580 81.46 21084 75460 2328192 64.82
16:12:52 642668 1413008 68.74 21392 81212 1938820 53.98
16:13:02 311984 1743692 84.82 21712 84040 2212024 61.58
Average: 428651 1627025 79.15 21104 75515 2209280 61.51
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Die letzten beiden Spalten (kbcommit und %commit) zeigen den ungefahren Gesamtbe-
darf an Arbeitsspeicher (RAM plus Auslagerungsspeicher), der im schlimmsten Fall
fiir die die aktuelle Arbeitslast erforderlich wére (in Kilobyte bzw. Prozent).

Bericht zur Auslagerungsstatistik: sar -B

Mit der Option -B rufen Sie die Auslagerungsstatistik fiir den Kernel ab.

mercury:~ # sar -B 10 5
Linux 2.6.31.12-0.2-default (mercury) 03/05/10 _x86_64_ (2 CPU)

16:11:43 pgpgin/s pgpgout/s fault/s majflt/s pgfree/s pgscank/s pgscand/s pgsteal/s $vmeff

16:11:53 225.20 104.00 91993.90 0.00 87572.60 0.00 0.00 0.00 0.00
16:12:03 718.32 601.00 82612.01 2.20 99785.69 560.56 839.24 1132.23 80.89
16:12:13 1222.00 1672.40 103126.00 1.70 106529.00 1136.00 982.40 1172.20 55.33
16:12:23 112.18 77.84 113406.59 0.10 97581.24 35.13 127.74 159.38 97.86
16:12:33 817.22 81.28 121312.91 9.41 111442.44 0.00 0.00 0.00 0.00
Average: 618.72 507.20 102494.86 2.68 100578.98 346.24 389.76 492.60 66.93

Die Spalte majfit/s (schwerwiegende Fehler pro Sekunde) zeigt die Anzahl der Seiten,
die von der Festplatte (Auslagerungsspeicher) in den Arbeitsspeicher geladen wurden.
Eine groe Anzahl an schwerwiegenden Fehlern verlangsamt das System und weist
darauf hin, dass der Arbeitsspeicher nicht ausreicht. Die Spalte %vmeff zeigt die Anzahl
der gescannten Seiten (pgscand/s) im Verhiltnis zur Anzahl der Seiten, die aus dem
Arbeitsspeicher-Cache oder dem Auslagerungsspeicher-Cache (pgsteal/s) wiederver-
wendet wurden. Dieser Wert gibt die Effizienz beim Zuriickgewinnen der Seiten wieder.
Solide Werte liegen entweder nahe 100 (jede inaktive, in den Auslagerungsspeicher
iibernommene Seite wird wiederverwendet) oder gleich Null (es wurden keine Seiten
gescannt). Der Wert sollte nicht unter 30 fallen.

Bericht zur Blockgeratestatistik: sar -d

Mit der Option —d rufen Sie das Blockgerédt ab (z. B. Festplatte, optisches Laufwerk,
USB-Speichergerit). Denken Sie daran, die zusdtzliche Option —p (Qualitdtsdruck) zu
aktivieren, damit die Spalte DEV lesbar ist.

mercury:~ # sar -d -p 10 5
Linux 2.6.31.12-0.2-default (neo) 03/05/10 _x86_64_ (2 CPU)

16:28:31 DEV tps rd_sec/s wr_sec/s avgrg-sz avgqu-sz await svctm $util
16:28:41 sdc 11.51 98.50 653.45 65.32 0.10 8.83 4.87 5.61
16:28:41 scd0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
16:28:41 DEV tps rd_sec/s wr_sec/s avgrg-sz avgqu-sz await svctm $util
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16:28:51 sdc 15.38 329.27 465.93 51.69 0.10 6.39 4.70 7.23

16:28:51 scd0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
16:28:51 DEV tps rd_sec/s wr_sec/s avgrg-sz avgqu-sz await svctm Sutil
16:29:01 sdc 32.47 876.72 647.35 46.94 0.33 10.20 3.67 11.91
16:29:01 scd0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
16:29:01 DEV tps rd_sec/s wr_sec/s avgrg-sz avgqu-sz await svctm Sutil
16:29:11 sdc 48.75 2852.45 366.77 66.04 0.82 16.93 4.91 23.94
16:29:11 scd0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
16:29:11 DEV tps rd_sec/s wr_sec/s avgrg-sz avgqu-sz await svctm Sutil
16:29:21 sdc 13.20 362.40 412.00 58.67 0.16 12.03 6.09 8.04
16:29:21 scd0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Average: DEV tps rd_sec/s wr_sec/s avgrg-sz avgqu-sz await svctm Sutil
Average: sdc 24.26 903.52 509.12 58.23 0.30 12.49 4.68 11.34
Average: scd0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Falls der Rechner mehrere Festplatten enthilt, erzielen Sie die beste Leistung, wenn
die E/A-Anforderungen gleichmifig auf alle Festplatten verteilt werden. Vergleichen
Sie den Durchschnitt fur tps, rd_sec/s und wr_sec/s auf allen Festplatten. Bestdndig
hohe Werte in den Spalten svctm und %util konnen darauf hinweisen, dass nicht ausrei-
chend freier Speicherplatz auf der Festplatte zur Verfiigung steht.

Bericht zur Netzwerkstatistik: sar -n SCHLUSSELWORT

Mit der Option —n generieren Sie verschiedene Berichte zum Netzwerk. Legen Sie
eines der folgenden Schliisselworter zusammen mit der Option —n fest:

* DEV: Generiert einen Statistikbericht fiir alle Netzwerkgerate

EDEYV: Generiert einen Fehlerstatistikbericht fiir alle Netzwerkgerite

NFS: Generiert einen Statistikbericht fiir einen NFS-Client

NFSD: Generiert einen Statistikbericht fiir einen NFS-Server

SOCK: Generiert einen Statistikbericht fiir Sockets

ALL: Generiert einen Netzwerkstatistikbericht

Optische Darstellung von sar-Daten

sar-Berichte sind fiir menschliche Benutzer nicht immer einfach zu verstehen. Die
Java-Anwendung kSar stellt die sar-Daten optisch in leicht lesbaren Diagrammen dar.
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Sogar PDF-Berichte konnen generiert werden. kSar kann direkt generierte Daten
ebenso verwenden wie vergangene Daten aus einer Datei. kSar ist unter der BSD-Lizenz
lizenziert und bei http://ksar.atomique.net/ erhiltlich.

13.2 Systemangaben

13.2.1 Information zum Laden von Gerdten:
iostat

iostat tiberwacht das Laden von Gerdten im System. Es erzeugt Berichte, die fiir
eine bessere Auslastung des Ladevorgangs zwischen mit Threm System verbundenen
physischen Datentrigern niitzlich sind.

Der erste i ostat-Bericht zeigt Statistiken, die seit dem Systemboot gesammelt wurden.

Nachfolgende Berichte umfassen die Zeit seit dem vorherigen Bericht.

tux@mercury:~> iostat
Linux 2.6.32.7-0.2-default (geeko@buildhost) 02/24/10 _x86_64_

avg-cpu: Suser %nice %$system %$iowait $steal $idle

0,49 0,01 0,10 0,31 0,00 99,09
Device: tps Blk_read/s Blk_wrtn/s Blk_read Blk_wrtn
sda 1,34 5,59 25,37 1459766 6629160
sdal 0,00 0,01 0,00 1519 0
sda?2 0,87 5,11 17,83 1335365 4658152
sda3 0,47 0,47 7,54 122578 1971008

Beim Aufruf iiber die Option —n fligt 1ostat Statistiken zum Laden von Netzwerk-
dateisystemen (NFS) hinzu. Die Option —x zeigt erweiterte Statistikinformationen.

Sie kénnen auch angeben, welches Gerit in welchen Zeitintervallen {iberwacht werden
soll. Beispiel: iostat —-p sda 3 5 zeigt fiinf Berichte in 3-Sekunden-Intervallen
fiir das Gerit "sda" an.

ANMERKUNG: sysstat-Paket

iostat gehort zum sysstat-Paket. Dieses Paket muss entweder mit YaST
oder mit zypper in sysstat installiert werden.
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13.2.2 Uberwachung der Prozessoraktivitiit:
mpstat

Das Dienstprogramm mpstat priift Aktivititen von jedem verfiigbaren Prozessor.
Wenn Thr System nur iiber einen Prozessor verfiigt, wird die Statistik {iber den globalen
Durchschnitt angelegt.

Mit der Option —P kdnnen Sie die Anzahl der zu iiberwachenden Prozessoren angeben.
(Beachten Sie, dass 0 den ersten Prozessor angibt.) Die Zeitargumente funktionieren
auf dieselbe Weise wie beim Kommando iostat. Durch Eingabe von mpstat -P
1 2 5 werden fiinf Berichte fiir den zweiten Prozessor (Nummer 1) in 2-Sekunden-
Intervallen gedruckt.

tux@mercury:~> mpstat -P 1 2 5
Linux 2.6.32.7-0.2-default (geeko@buildhost) 02/24/10 _x86_64_

08:57:10 CPU susr $nice %$sys %iowait $irqg $soft %steal \
%guest %$idle

08:57:12 1 4.46 0.00 5.94 0.50 0.00 0.00 0.00 \
0.00 89.11

08:57:14 1 1.98 0.00 2.97 0.99 0.00 0.99 0.00 \
0.00 93.07

08:57:16 1 2.50 0.00 3.00 0.00 0.00 1.00 0.00 \
0.00 93.50

08:57:18 1 14.36 0.00 1.98 0.00 0.00 0.50 0.00 \
0.00 83.17

08:57:20 1 2.51 0.00 4.02 0.00 0.00 2.01 0.00 \
0.00 91.46

Average: 1 5.17 0.00 3.58 0.30 0.00 0.90 0.00 \

0.00 90.05

13.2.3 Aufgabeniiberwachung: pidstat

Wenn Sie wissen miissen, welche Belastung eine bestimmte Aufgabe auf Ihr System
ausiibt, verwenden Sie das Kommando pidstat. Es druckt die Aktivitdt jeder ausge-
wéhlten Aufgabe bzw. aller Aufgaben, die vom Linux-Kernel verwaltet werden (sofern
keine Aufgabe angegeben wird). Sie konnen auch die Anzahl der anzuzeigenden
Berichte sowie das dazwischen liegende Zeitintervall festlegen.

Beispiel: pidstat —-C top 2 3 druckt die Ladestatistik fiir Aufgaben, deren

Kommandoname die Zeichenkette "top" enthilt. Es werden drei Berichte in 2-Sekunden-
Intervallen gedruckt.
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tux@mercury:~> pidstat -C top 2 3
Linux 2.6.27.19-5-default (geeko@buildhost) 03/23/2009 _x86_64_

09:25:42 AM PID %usr $system S%Sguest $CPU CPU Command
09:25:44 AM 23576 37.62 61.39 0.00 99.01 1 top
09:25:44 AM PID %usr %$system S%Sguest $CPU CPU Command
09:25:46 AM 23576 37.00 62.00 0.00 99.00 1 top
09:25:46 AM PID %usr %$system S$guest %CPU CPU Command
09:25:48 AM 23576 38.00 61.00 0.00 99.00 1 top
Average: PID %usr %$system S$guest %CPU CPU Command
Average: 23576 37.54 61.46 0.00 99.00 - top

13.2.4 Kernel-Ring-Puffer: dmesg

Der Linux-Kernel hilt bestimmte Meldungen in einem Ringpuffer zuriick. Um diese
Meldungen anzuzeigen, geben Sie den Befehl dmesg ein:

tux@mercury:~> dmesg

[...]

end_request: I/0 error, dev f£d0, sector 0

subfs: unsuccessful attempt to mount media (256)

el00: ethO: el00_watchdog: link up, 100Mbps, half-duplex
NET: Registered protocol family 17

IA-32 Microcode Update Driver: v1.14 <tigran@veritas.com>
microcode: CPUO updated from revision Oxe to 0x2e, date = 08112004
IA-32 Microcode Update Driver v1.14 unregistered
bootsplash: status on console 0 changed to on

NET: Registered protocol family 10

Disabled Privacy Extensions on device c0326ea0(1lo)

IPv6 over IPv4 tunneling driver

powernow: This module only works with AMD K7 CPUs
bootsplash: status on console 0 changed to on

Altere Ereignisse werden in den Dateien /var/log/messages und /var/log/
warn protokolliert.

13.2.5 Liste der ge6ffneten Dateien: lsof

Um eine Liste aller Dateien anzuzeigen, die fiir den Prozess mit der Prozess-ID PID
gedffnet sind, verwenden Sie —p. Um beispielsweise alle von der aktuellen Shell ver-
wendeten Dateien anzuzeigen, geben Sie Folgendes ein:
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tux@mercury:~> lsof -p $$
COMMAND PID USER FD TYPE DEVICE SIZE/OFF NODE NAME

bash 5552 tux cwd DIR 3,3 1512 117619 /home/tux

bash 5552 tux rtd DIR 3,3 584 2/

bash 5552 tux txt REG 3,3 498816 13047 /bin/bash

bash 5552 tux mem REG 0,0 0 [heap] (stat: No such
bash 5552 tux mem REG 3,3 217016 115687 /var/run/nscd/passwd
bash 5552 tux mem REG 3,3 208464 11867 /usr/lib/locale/en_GB.
[...]

bash 5552 tux mem REG 3,3 366 9720 /usr/lib/locale/en_GB.
bash 5552 tux mem REG 3,3 97165 8828 /1lib/1d-2.3.6.s0

bash 5552 tux Ou CHR 136,5 7 /dev/pts/5

bash 5552 tux 1lu CHR 136,5 7 /dev/pts/5

bash 5552 tux 2u CHR 136,5 7 /dev/pts/5

bash 5552 tux 255u CHR 136,5 7 /dev/pts/5

Es wurde die spezielle Shell-Variable $$ verwendet, deren Wert die Prozess-ID der
Shell ist.

Wird der Befehl 1sof ohne Parameter eingegeben, werden alle aktuell gedffneten
Dateien angezeigt. Da dies in der Regel recht viele sind, wird dieses Kommando selten
verwendet. Die Liste der Dateien kann jedoch mit Suchfunktionen kombiniert werden,
um sinnvolle Listen zu generieren. Beispiel: Liste aller verwendeten zeichenorientierten
Gerite:

tux@mercury:~> lsof | grep CHR

bash 3838 tux Ou CHR 136,0 2 /dev/pts/0
bash 3838 tux 1lu CHR 136,0 2 /dev/pts/0
bash 3838 tux 2u CHR 136,0 2 /dev/pts/0
bash 3838 tux 255u CHR 136,0 2 /dev/pts/0
bash 5552 tux Ou CHR 136,5 7 /dev/pts/5
bash 5552 tux lu CHR 136,5 7 /dev/pts/5
bash 5552 tux 2u CHR 136,5 7 /dev/pts/5
bash 5552 tux 255u CHR 136,5 7 /dev/pts/5
X 5646 root mem CHR 1,1 1006 /dev/mem
lsof 5673 tux Ou CHR 136,5 7 /dev/pts/5
lsof 5673 tux 2u CHR 136,5 7 /dev/pts/5
grep 5674 tux 1lu CHR 136,5 7 /dev/pts/5
grep 5674 tux 2u CHR 136,5 7 /dev/pts/5

Bei Verwendung mit -1 listet 1sof auch aktuell gedffnete Internet-Dateien auf:

tux@mercury:~> lsof -1

[...]

pidgin 4349 tux 17r IPv4 15194 0t0 TCP \
jupiter.example.com:58542->www.example.net:https (ESTABLISHED)

pidgin 4349 tux 21lu IPv4 15583 0t0 TCP \
jupiter.example.com:37051->aol.example.org:aol (ESTABLISHED)

evolution 4578 tux 38u  IPv4 16102 0t0 TCP \

jupiter.example.com:57419->imap.example.com: imaps (ESTABLISHED)
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npviewer. 9425 tux
jupiter.example.co
npviewer. 9425 tux
jupiter.example.co
ssh 17394 tux
jupiter.example.co

40u  IPv4 24769 0t0
m:51416->www.example.com:http

49u IPv4 24814 0to
m:43964->www.example.org:http

3u IPv4 40654 0to
m:35454->saturn.example.com:ssh

13.2.6 Kernel- und
udev-Ereignissequenzanzeige:
udevadm monitor

TCP \
(CLOSE_WAIT)
TCP \
(CLOSE_WAIT)
TCP \
(ESTABLISHED)

udevadm monitor tiberwacht die Kernel-uevents und die Ereignisse, die {iber eine
udev-Regel gesendet werden, und sendet den Geritepfad (DEVPATH) des Ereignisses
an die Konsole. Hierbei handelt es sich um eine Ereignissequenz beim Anschlieen

eines USB-Memorysticks:

ANMERKUNG: Uberwachen von udev-Ereignissen

Nur der root-Benutzer darf udev-Ereignisse mithilfe des Kommandos udevadm

UEVENT[1138806694
UEVENT [1138806697

Uberwachen.
UEVENT [1138806687] add@/devices/pci0000:00/0000:00:1d.7/usb4/4-2/4-2.2
UEVENT[1138806687] add@/devices/pci0000:00/0000:00:1d.7/usb4/4-2/4-2.2/4-2.
UEVENT [1138806687] add@/class/scsi_host/host4
UEVENT [1138806687] addR/class/usb_device/usbdev4.10
UDEV [1138806687] add@/devices/pci0000:00/0000:00:1d.7/usb4/4-2/4-2.2
UDEV [1138806687] add@/devices/pci0000:00/0000:00:1d.7/usb4/4-2/4-2.2/4-2.
UDEV [1138806687] add@/class/scsi_host/host4
UDEV [1138806687] add@/class/usb_device/usbdev4.10
UEVENT[1138806692] add@/devices/pci0000:00/0000:00:1d.7/usb4/4-2/4-2.2/4-2.
UEVENT [1138806692] add@/block/sdb
UEVENT[1138806692] add@/class/scsi_generic/sgl
UEVENT [1138806692] add@/class/scsi_device/4:0:0:0
UDEV [1138806693] add@/devices/pci0000:00/0000:00:1d.7/usb4/4-2/4-2.2/4-2.
UDEV  [1138806693] add@/class/scsi_generic/sgl
UDEV [1138806693] add@/class/scsi_device/4:0:0:0
UDEV [1138806693] add@/block/sdb
UEVENT [1138806694] add@/block/sdb/sdbl
UDEV  [1138806694] add@/block/sdb/sdbl
1
]
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13.2.7 Informationen zu
Sicherheitsereignissen: Priifung

Das Linux-Priifrahmenwerk ist ein komplexes Revisionssystem, in dem ausfiihrliche

Informationen zu allen sicherheitsrelevanten Ereignissen erfasst werden. Diese Daten-
sdtze konnen anschlielend analysiert werden, um festzustellen, ob beispielsweise die

Sicherheitsrichtlinien verletzt wurden.

13.2.8 Von X11-Clients verwendete
Serverressourcen: xrestop

Mit xrestop werden Statistiken fiir die serverseitigen Ressourcen der einzelnen
angeschlossenen X11-Clients angegeben. Die Ausgabe dhnelt Abschnitt 13.3.4,

,» Tabelle der Prozesse: top® (S. 215).
xrestop - Display: localhost:0
Monitoring 40 clients. XErrors: O

Pixmaps: 42013K total, Other: 206K total, All: 42219K total

res—-base Wins GCs Fnts Pxms Misc Pxm mem Other Total PID Identifier

3e00000 385 36 1 751 107 18161K 13K 18175K ? NOVELL: SU
4600000 391 122 1 1182 889 4566K 33K 4600K ? amaroK - S
1600000 35 11 0 76 142 3811K 4K 3816K ? KDE Deskto
3400000 52 31 1 69 74 2816K 4K 2820K ? Linux Shel
2c00000 50 25 1 43 50 2374K 3K 2378K ? Linux Shel
2e00000 50 10 1 36 42 2341K 3K 2344K ? Linux Shel
2600000 37 24 1 34 50 1772K 3K 1775K ? Root - Kon
4800000 37 24 1 34 49 1772K 3K 1775K ? Root - Kon
2a00000 209 33 1 323 238 1111K 12K 1123K ? Trekstor25
1800000 182 32 1 302 285 1039K 12K 1052K ? kicker
1400000 157 121 1 231 477 TTTK 18K 796K ? kwin
3c00000 175 36 1 248 168 510K 9K 520K ? de.comp.la
3a00000 326 42 1 579 444 486K 20K 506K ? [opensuse—
0a00000 85 38 1 317 224 102K 9K 111K ? Kopete
4e00000 25 17 1 60 66 63K 3K 66K ? YaST Contr
2400000 11 10 0 56 51 53K 1K 55K 22061 suseplugge
0e00000 20 12 1 50 92 50K 3K 54K 22016 kded
3200000 6 41 5 72 84 40K 8K 48K ? EMACS
2200000 54 9 1 30 31 42K 3K 45K ? SUSEWatche
4400000 2 11 1 30 34 34K 2K 36K 16489 kdesu
1a00000 255 7 0 42 11 19K 6K 26K ? KMix
3800000 2 14 1 34 37 21K 2K 24K 22242 knotify
1e00000 10 7 0 42 9 15K 624B 15K ? KPowersave
3600000 106 6 1 30 9 TK 3K 11K 22236 konqueror
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2000000 10 5 0 21 34 9K 1K 10K ? klipper
3000000 21 7 0 11 9 7K 888B 8K ? KDE Wallet

13.3 Vorgdnge

13.3.1 Prozessiibergreifende
Kommunikation: ipcs

Der Befehl ipcs generiert eine Liste der aktuell verwendeten IPC-Ressourcen:

777777 Shared Memory Segments ————————

key shmid owner perms bytes nattch status
0x00000000 58261504 tux 600 393216 2 dest
0x00000000 58294273 tux 600 196608 2 dest
0x00000000 83886083 tux 666 43264 2

0x00000000 83951622 tux 666 192000 2

0x00000000 83984391 tux 666 282464 2

0x00000000 84738056 root 644 151552 2 dest

—————— Semaphore Arrays —--—---—--—
key semid owner perms nsems
0x4d038abf 0 tux 600 8

—————— Message Queues ———————-—
key msgid owner perms used-bytes messages

13.3.2 Prozessliste: ps

Mit dem Befehl ps wird eine Liste von Prozessen generiert. Die meisten Parameter
miissen ohne Minuszeichen angegeben werden. Uber ps ——help erhalten Sie eine
kurze und auf der entsprechenden man-Seite eine ausfiihrliche Hilfe.

Um alle Prozesse mit Benutzer- und Kommandozeileninformation aufzulisten, verwen-
den Sie ps axu:

tux@mercury:~> ps axu

USER PID %$CPU $MEM VSZ RSS TTY STAT START TIME COMMAND
root 1 0.0 0.0 696 272 2 S 12:59 0:01 init [5]
root 2 0.0 0.0 0 0 2 SN 12:59 0:00 [ksoftirqgd
root 3 0.0 0.0 0 0 2 S< 12:59 0:00 [events
[...]

tux 4047 0.0 6.0 158548 31400 7 Ssl 13:02 0:06 mono-best
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tux 4057 0.0 0.7 9036 3684 2 sl 13:02 0:00 /opt/gnome
tux 4067 0.0 0.1 2204 636 ? S 13:02 0:00 /opt/gnome
tux 4072 0.0 1.0 15996 5160 2 Ss 13:02 0:00 gnome-scre
tux 4114 0.0 3.7 130988 19172 2 SL1 13:06 0:04 sound-juic
tux 4818 0.0 0.3 4192 1812 pts/0 Ss 15:59 0:00 -bash
tux 4959 0.0 0.1 2324 816 pts/0 R+ 16:17 0:00 ps axu

Um zu priifen, wie viele s shd-Prozesse laufen, verwenden Sie die Option —p zusammen
mit dem Befehl pidof, der die Prozess-IDs der gegebenen Prozesse auflistet.

tux@mercury:~> ps —-p $(pidof sshd)

PID TTY STAT TIME COMMAND

3524 2 Ss 0:00 /usr/sbin/sshd -o PidFile=/var/run/sshd.init.pid
4813 2 Ss 0:00 sshd: tux [priv]

4817 2 R 0:00 sshd: tux@pts/0

Sie konnen die Prozessliste entsprechend Ihren Anforderungen formatieren. Mit der
Option -1 wird eine Liste aller Schliisselworter zuriickgegeben. Geben Sie den folgenden
Befehl ein, um eine nach Speichernutzung aller Prozesse sortierte Liste zu erhalten:

tux@mercury:~> ps ax —--format pid,rss,cmd --sort rss
PID RSS CMD

2 0 [ksoftirgd/0]
3 0 [events/0]
4 0 [khelper]
5 0 [kthread]
11 0 [kblockd/0]
12 0 [kacpid]
472 0 [pdflush]
473 0 [pdflush]

el

4028 17556 nautilus --no-default-window —--sm-client-id default2

4118 17800 ksnapshot

4114 19172 sound-juicer

4023 25144 gnome-panel —--sm-client-id defaultl

4047 31400 mono-best --debug /usr/lib/beagle/Best.exe —-autostarted

3973 31520 mono-beagled --debug /usr/lib/beagle/BeagleDaemon.exe —--bg --aut

Niitzliche ps-Aufiufe

ps aux —--sort Spalte
Hiermit wird die Ausgabe nach Spalte sortiert. Ersetzen Sie Spalte durch
Folgendes:

pmenmn fiir das Verhiltnis des physischen Arbeitsspeichers

pcpu fiir das Prozessorverhiltnis

rss fiir die GroBe des nicht auslagerbaren physischen Arbeitsspeichers (Resident
Set Size)
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ps axo pid, %cpu,rss,vsz,args,wchan
Zeigt die einzelnen Prozesse, die zugehorige PID, das Prozessorauslastungsverhalt-
nis, die GroBe des Arbeitsspeichers (nicht auslagerbar und virtuell), den Namen
und den Systemauftruf.

ps axfo pid,args
Zeigt einen Prozessbaum.

13.3.3 Prozessbaum: pstree

Mit dem Befehl pstree wird eine Liste der Prozesse in Form einer Baumstruktur
generiert:

tux@mercury:~> pstree
init-+-NetworkManagerD

| —acpid

| -3* [automount ]

|-cron

| —cupsd

| -2* [dbus—-daemon]

| -dbus—-launch

| -dcopserver

| -dhcpcd

| —events/0

| -gpg-agent

|-hald-+-hald-addon-acpi

| " ~hald-addon-stor

| -kded

| -kdeinit-+-kdesu---su---kdesu_stub---yast2---y2controlcenter
| |-kio_file

| | -klauncher

| | -konqueror

| | -konsole-+-bash---su-—--bash
| | " -bash

| " —kwin

| -kdesktop-—-kdesktop_lock———xmatrix

| -kdesud

| —kdm—+-X

| ' -kdm---startkde---kwrapper
[...]

Mit dem Parameter —p werden die Namen durch die jeweiligen Prozess-IDs erginzt.
Damit auch die Kommandozeilen angezeigt werden, verwenden Sie den Parameter —a:
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13.3.4 Tabelle der Prozesse: top

Mit dem Kommando top, der fiir table of processes (Tabelle der Prozesse)
steht, wird eine Liste der Prozesse angezeigt, die alle zwei Sekunden aktualisiert wird.
Um das Programm zu beenden, driicken Sie die Taste Q. Mit der Option -n 1 wird
das Programm nach einmaliger Anzeige der Prozessliste beendet. Im Folgenden finden
Sie ein Beispiel fiir die Ausgabe des Befehls top —-n 1:

tux@mercury:~> top -n 1
top - 17:06:28 up 2:10, 5 users, load average: 0.00, 0.00, 0.00
Tasks: 85 total, 1 running, 83 sleeping, 1 stopped, 0 zombie

Cpu(s): 5.5% us, 0.8% sy, 0.8% ni, 91.9% id, 1.0% wa, 0.0% hi, 0.0% si
Mem: 515584k total, 506468k used, 9116k free, 66324k buffers
Swap: 658656k total, Ok used, 658656k free, 353328k cached
PID USER PR NI VIRT RES SHR S %$CPU $MEM TIME+ COMMAND
1 root 16 0 700 272 236 S 0.0 0.1 0:01.33 init
2 root 34 19 0 0 0s 0.0 0.0 0:00.00 ksoftirqgd/0
3 root 10 -5 0 0 0s 0.0 0.0 0:00.27 events/0
4 root 10 -5 0 0 0s 0.0 0.0 0:00.01 khelper
5 root 10 -5 0 0 0s 0.0 0.0 0:00.00 kthread
11 root 10 -5 0 0 0s 0.0 0.0 0:00.05 kblockd/0
12 root 20 -5 0 0 0s 0.0 0.0 0:00.00 kacpid
472 root 20 0 0 0 0s 0.0 0.0 0:00.00 pdflush
473 root 15 0 0 0 0s 0.0 0.0 0:00.06 pdflush
475 root 11 -5 0 0 0s 0.0 0.0 0:00.00 aio/0
474 root 15 0 0 0 0s 0.0 0.0 0:00.07 kswapdO
681 root 10 -5 0 0 0s 0.0 0.0 0:00.01 kseriod
839 root 10 -5 0 0 0s 0.0 0.0 0:00.02 reiserfs/0
923 root 13 -4 1712 552 344 s 0.0 0.1 0:00.67 udevd
1343 root 10 -5 0 0 0s 0.0 0.0 0:00.00 khubd
1587 root 20 0 0 0 0SS 0.0 0.0 0:00.00 shpchpd_event
1746 root 15 0 0 0 0s 0.0 0.0 0:00.00 wl_control
1752 root 15 0 0 0 0s 0.0 0.0 0:00.00 wl_bus_masterl
2151 root 16 0 1464 496 416 S 0.0 0.1 0:00.00 acpid
2165 messageb 16 0 3340 1048 792 s 0.0 0.2 0:00.64 dbus-daemon
2166 root 15 0 1840 752 556 s 0.0 0.1 0:00.01 syslog—-ng
2171 root 16 0 1600 516 320 s 0.0 0.1 0:00.00 klogd
2235 root 15 0 1736 800 652 S 0.0 0.2 0:00.10 resmgrd
2289 root 16 0 4192 2852 1444 s 0.0 0.6 0:02.05 hald
2403 root 23 0 1756 600 524 s 0.0 0.1 0:00.00 hald-addon-acpi
2709 root 19 0 2668 1076 944 s 0.0 0.2 0:00.00 NetworkManagerD
2714 root 16 0 1756 648 564 s 0.0 0.1 0:00.56 hald-addon-stor

StandardmifBig ist die Ausgabe nach der Prozessorauslastung sortiert (Spalte %CPU,
Tastenkiirzel Umschalttaste + P). Mit den folgenden Tastenkiirzeln &ndern Sie das
Sortierfeld:
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Umschalttaste + M: Nicht auslagerbarer Arbeitsspeicher (RES)
Umschalttaste + N: Prozess-ID (PID)
Umschalttaste + T: Zeit (TIME+)

Soll die Sortierung nach einem anderen Feld erfolgen, driicken Sie F und wihlen Sie
ein Feld in der Liste. Mit Umschalttaste + R schalten Sie die Sortierreihenfolge um.

Um nur die Prozesse eines bestimmten Benutzers zu liberwachen, kann der Parameter
-U UID verwendet werden. Ersetzen Sie UID durch die Benutzer-ID des Benutzers.
Mit top -U $(id -u) werden die Prozesse des aktuellen Benutzers angezeigt.

13.3.5 Andern der Prioritit eines Prozesses:
nice und renice

Der Kernel bestimmt anhand der Prioritit ("Niceness"), welche Prozesse mehr CPU-
Zeit erfordern als andere. Je hoher die Prioritdt eines Prozesses, desto weniger CPU-
Zeit nimmt er anderen Prozessen. Prioritédtsstufen reichen von -20 (niedrigste "Prioritit")
bis 19. Negative Werte kdnnen nur vom root festgelegt werden.

Das Anpassen der Prioritét ist niitzlich beim Ausfiihren eines nicht zeitkritischen Pro-
zesses, der lange dauert und viel CPU-Zeit verbraucht, z. B. beim Kompilieren eines
Kernels auf einem System, das auch andere Aufgaben ausfiihrt. Indem Sie einen solchen
Prozess "nicer" machen, ihm also geringere Prioritdt einrdumen, stellen Sie sicher, dass
andere Aufgaben, z. B. ein Webserver, hohere Prioritit haben.

Der Aufruf von nice ohne jegliche Parameter gibt die aktuelle Niceness aus:

tux@mercury:~> nice
0

Ausfiihren des Kommandos nice erhoht die aktuelle Prioritét fiir das angegebene
Kommando um 10. Die Verwendung des Kommandos nice —n ermdoglichtes Ihnen,
eine neue Prioritit in Relation zur aktuellen Priorititsstufe anzugeben.

Zum Andern der Prioritit eines laufenden Prozesses verwenden Sie renice
priority -p Prozess-ID,z.B.:

renice +5 3266
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Die Prioritit aller Prozesse, die einem bestimmten Benutzer gehoren, dndern Sie mit
der Option —u Benut zer. Prozessgruppen erhalten eine neue Prioritdt durch die
Option -g Prozessgruppen—ID.

13.4 Arbeitsspeicher

13.4.1 Auslastung des Arbeitsspeichers: frei

Die Nutzung des Arbeitsspeichers (RAM) und des Auslagerungsspeichers wird mit

dem Dienstprogramm f ree {iberpriift. Es werden Details zum freien und zum verwen-
deten Speicher sowie zu den Auslagerungsbereichen angezeigt:

tux@mercury:~> free

total used free shared buffers cached
Mem: 2062844 2047444 15400 0 129580 921936
-/+ buffers/cache: 995928 1066916
Swap: 2104472 0 2104472

Die Optionen -b , -k ,-m ,-g zeigen die Ausgabe in Byte, KB, MB bzw. GB.
Der Parameter -d N gewdhrleistet, dass die Anzeige alle N Sekunden aktualisiert wird.
So wird die Anzeige mit free —-d 1.5 beispielsweise alle 1,5 Sekunden aktualisiert.

13.4.2 Ausfiihrliche Angaben zur
Arbeitsspeicherauslastung:
/proc/meminfo

Mit /proc/meminfo erhalten Sie detailliertere Infomrationen zur Auslastung des
Arbeitsspeichers als mit free. free greift sogar auf einige Daten in dieser Datei
zuriick. Im Folgenden ist ein Beispiel fiir die Ausgabe bei einem 64-Bit-System darge-
stellt. Aufgrund der unterschiedlichen Speicherverwaltung weicht diese Ausgabe
geringfligig von der Ausgabe bei 32-Bit-Systemen ab):

tux@mercury:~> cat /proc/meminfo

MemTotal: 8182956 kB
MemFree: 1045744 kB
Buffers: 364364 kB
Cached: 5601388 kB
SwapCached: 1936 kB
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Active: 4048268 kB
Inactive: 2674796 kB
Active (anon): 663088 kB
Inactive (anon) : 107108 kB
Active(file): 3385180 kB
Inactive(file): 2567688 kB
Unevictable: 4 kB
Mlocked: 4 kB
SwapTotal: 2096440 kB
SwapFree: 2076692 kB
Dirty: 44 kB
Writeback: 0 kB
AnonPages: 756108 kB
Mapped: 147320 kB
Slab: 329216 kB
SReclaimable: 300220 kB
SUnreclaim: 28996 kB
PageTables: 21092 kB
NFS_Unstable: 0 kB
Bounce: 0 kB
WritebackTmp: 0 kB
CommitLimit: 6187916 kB
Committed_AS: 1388160 kB
VmallocTotal: 34359738367 kB
VmallocUsed: 133384 kB
VmallocChunk: 34359570939 kB
HugePages_Total: 0
HugePages_Free: 0
HugePages_Rsvd: 0
HugePages_Surp: 0
Hugepagesize: 2048 kB
DirectMapdk: 2689024 kB
DirectMap2M: 5691392 kB

Die wichtigsten Eintrage sind:

MemTotal
Gesamtmenge des nutzbaren RAM

MemFree
Gesamtmenge des nicht genutzten RAM

Puffer
Dateipuffer-Cache im RAM

Im Cache abgelegt
Seiten-Cache im RAM
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SwapCached
Seiten-Cache im Auslagerungsspeicher

Aktiv
Bislang genutzter Arbeitsspeicher, der im Normalfall nicht wieder zuriickgewonnen
wird. Dieser Wert ist die Summe des von anonymen Seiten zuriickgewonnenen
Arbeitsspeichers (als Active(anon) aufgefiihrt) und der dateigestiitzten Seiten (als
Active(file) aufgefiihrt).

Inaktiv
Bislang nicht genutzter Arbeitsspeicher, der zurlickgewonnen werden kann. Dieser
Wert ist die Summe des von anonymen Seiten zuriickgewonnenen Arbeitsspeichers
(als Inactive(anon) aufgefiihrt) und der dateigestiitzten Seiten (als /nactive(file)
aufgefiihrt).

SwapTotal
Gesamtmenge des Auslagerungsspeichers

SwapFree
Gesamtmenge des nicht genutzten Auslagerungsspeichers
Dirty
Menge des Arbeitsspeichers, der auf die Festplatte geschrieben werden soll

Writeback
Menge des Arbeitsspeichers, der zurzeit auf die Festplatte geschrieben wird

Zugeordnet
Arbeitsspeicher, der mit dem nmap-Kommando zuriickgewonnen wird

Slab
Kernel-Datenstruktur-Cache

Committed AS
Ungefahrer Wert fiir die Gesamtmenge des Arbeitsspeichers (RAM plus Auslage-
rungsspeicher), die die aktuelle Arbeitslast im schlimmsten Fall erfordern wiirde.
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13.4.3 Arbeitsspeichernutzung durch
Prozesse: smaps

Mit Standard-Tools wie t op oder ps ldsst sich nicht die genaue Menge an
Arbeitsspeicher feststellen, die ein bestimmter Prozess belegt. Wenn Sie genaue Daten
benétigen, verwenden Sie das smaps-Subsystem, das ab Kernel 2.6.14 zur Verfiigung
steht. Dieses Subsystem (unter /proc/pid/smaps)zeigt die Anzahl der bereinigten
und nicht bereinigten Speicherseiten, die der Prozess mit der ID PID zu diesem Zeitpunkt
belegt. Es wird zwischen gemeinsam genutztem und privatem Arbeitsspeicher unter-
schieden, so dass Sie auf einen Blick erkennen, wie viel Arbeitsspeicher der Prozess
allein belegt, also ohne den mit anderen Prozessen gemeinsam genutzten Arbeitsspeicher.

13.5 Netzwerke

13.5.1 Netzwerkstatus anzeigen: netstat

netstat zeigt Netzwerkverbindungen, Routing-Tabellen (—r), Schnittstellen (-1),
Masquerade-Verbindungen (-M), Multicast-Mitgliedschaften (—g) und Statistiken (-s)
an.

tux@mercury:~> netstat -r
Kernel IP routing table

Destination Gateway Genmask Flags MSS Window irtt Iface
192.168.2.0 * 255.255.254.0 U 00 0 etho
link-local * 255.255.0.0 U 00 0 ethO
loopback * 255.0.0.0 §) 00 0 lo
default 192.168.2.254 0.0.0.0 UG 00 0 ethO

tux@mercury:~> netstat -i

Kernel Interface table

Iface MTU Met RX-0OK RX-ERR RX-DRP RX-OVR TX-OK TX-ERR TX-DRP TX-OVR Flg
eth0 1500 0 1624507 129056 0 0 7055 0 0 0 BMNRU
lo 16436 0 23728 0 0 0 23728 0 0 0 LRU

Wenn Sie Netzwerkverbindungen oder Statistiken anzeigen, konnen Sie den anzuzei-
genden Socket-Typ angeben: TCP (-t), UDP (-u) oder Raw (-r). Mit der Option —p
werden die PID und der Name des Programms angezeigt, zu dem das einzelne Socket
gehort.
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Im folgenden Beispiel werden alle TCP-Verbindungen und die Programme aufgelistet,
die diese Verbindungen verwenden.

mercury:~ # netstat -t -p
Active Internet connections (w/o servers)

Proto Recv-Q Send-Q Local Address Foreign Address State PID/Pro
[...]

tcp 0 0 mercury:33513 www.novell.com:www—http ESTABLISHED 6862/f1i
tcp 0 352 mercury:ssh mercury?2.:trc-netpoll ESTABLISHED
19422/s

tcp 0 0 localhost:ssh localhost:17828 ESTABLISHED -

Nachfolgend werden die Statistiken fiir das TCP-Protokoll angezeigt:

tux@mercury:~> netstat -s -t

Tcp:
2427 active connections openings
2374 passive connection openings
0 failed connection attempts
0 connection resets received
1 connections established
27476 segments received
26786 segments send out
54 segments retransmited
0 bad segments received.
6 resets sent

[...]
TCPAbortOnLinger: 0
TCPAbortFailed: 0
TCPMemoryPressures: 0

13.5.2 Interaktiver Netzwerkmonitor: iptraf

Das Dienstprogramm iptraf ist ein Menii-basierter LAN-Monitor (Local Area Net-
work). Es generiert Netzwerkstatistiken, einschlieSlich TCP- und UDP-Anzahl, Ethernet-
Ladeinformationen, IP-Priifsummenfehler und andere.

Wenn Sie das Kommando ohne eine Option eingeben, erfolgt die Ausfithrung im
interaktiven Modus. Sie kénnen durch grafische Meniis navigieren und die Statistiken
auswahlen, die iptraf melden soll. Aulerdem koénnen Sie die zu untersuchende
Netzwerkschnittstelle angeben.
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Abbildung 13.1
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Das Kommando iptraf versteht mehrere Optionen und kann auch im Batch-Modus
ausgefiihrt werden. Das folgende Beispiel sammelt statistische Daten {iber die Netzwerk-
schnittstelle ethO (—1) fiir die Dauer einer Minute (-t). Die Ausfiihrung erfolgt im
Hintergrund (-B) und die Statistik wird in die Datei iptraf . log in [hrem Home-
Verzeichnis (-1.) geschrieben.

tux@mercury:~> iptraf -i ethO -t 1 -B -L ~/iptraf.log

Sie koénnen die Protokolldatei mit dem Kommando more untersuchen:

tux@mercury:~> more ~/iptraf.log

Mon Mar 23 10:08
Mon Mar 23 10:08
\

239.255.255.253:
Mon Mar 23 10:08:

224.0.0.18

Mon Mar 23 10:08:

224.0.0.18

Mon Mar 23 10:08:

224.0.0.18
[...]

Mon Mar 23 10:08:

10.20.7.255:111
Mon Mar 23 10:08

:02 2010;
:02 2010;

427
02 2010;

03 2010;

03 2010;

06 2010;

:06 2010;

10.20.7.255:8765

Mon Mar 23 10:08
\
10.20.7.255:111
Mon Mar 23 10:08
224.0.0.18
——More——(7%)
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:06 2010;

:06 2010;

xAxxxxxx TP traffic monitor started ***x*x+x
UDP; ethO; 107 bytes; from 192.168.1.192:33157 to
VRRP; eth0; 46 bytes; from 192.168.1.252 to \
VRRP; ethO; 46 bytes; from 192.168.1.252 to \

VRRP; ethO; 46 bytes; from 192.168.1.252 to \

UDP; ethO; 132 bytes; from 192.168.1.54:54395 to \
UDP; ethO; 46 bytes; from 192.168.1.92:27258 to \

UDP; eth0O; 124 bytes; from 192.168.1.139:43464 to

VRRP; ethO; 46 bytes; from 192.168.1.252 to \



13.6 Das Dateisystem /proc

Das Dateisystem /proc ist ein Pseudo-Dateisystem, in dem der Kernel wichtige Daten
in Form von virtuellen Dateien speichert. Der CPU-Typ kann beispielsweise mit dem
folgenden Befehl abgerufen werden:

tux@mercury:~> cat /proc/cpuinfo

processor : 0

vendor_id : GenuinelIntel

cpu family : 15

model H

model name : Intel(R) Pentium(R) 4 CPU 3.40GHz
stepping : 3

cpu MHz : 2800.000

cache size : 2048 KB

physical id : 0

[...]

Mit folgendem Befehl wird die Zuordnung und Verwendung von Interrupts abgefragt:

tux@mercury:~> cat /proc/interrupts

CPUO
0: 3577519 XT-PIC timer
1: 130 XT-PIC 18042
2: 0 XT-PIC cascade
5: 564535 XT-PIC 1Intel 82801DB-ICH4
7 1 XT-PIC parport0
8: 2 XT-PIC rtc
9: 1 XT-PIC acpi, uhci_hcd:usbl, ehci_hcd:usb4
10: 0 XT-PIC wuhci_hcd:usb3
11: 71772 XT-PIC uhci_hcd:usb2, ethO
12: 101150 XT-PIC 18042
14: 33146 XT-PIC 1ideO
15: 149202 XT-PIC idel
NMI: 0
LOC: 0
ERR: 0
MIS: 0

Einige wichtige Dateien und die enthaltenen Informationen sind:

/proc/devices
Verfiigbare Gerdte

/proc/modules
Geladene Kernel-Module
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/proc/cmdline
Kernel-Kommandozeile

/proc/meminfo
Detaillierte Informationen zur Arbeitsspeichernutzung

/proc/config.gz
gz ip-komprimierte Konfigurationsdatei des aktuell aktivierten Kernels

Weitere Informationen sind in der Textdatei /usr/src/linux/Documentation/
filesystems/proc.txt verflighar. (Diese Datei ist verfiigbar, wenn das Paket
kernel-source installiert wurde.) Informationen zu aktuell laufenden Prozessen
finden Sie in den /proc/NNN-Verzeichnissen, wobei NNN fiir die Prozess-ID (PID)
des jeweiligen Prozesses steht. Mit /proc/self/ konnen die zum aktiven Prozess
gehorenden Eigenschaften abgerufen werden:

tux@mercury:~> ls -1 /proc/self

lrwxrwxrwx 1 root root 64 2007-07-16 13:03 /proc/self —-> 5356

tux@mercury:~> ls -1 /proc/self/
total O

dr-xr-xr—-x 2 tux users 0 2007-07-16 17:04 attr
—r———————- 1 tux users 0 2007-07-16 17:04 auxv
-r——-r—--r—— 1 tux users 0 2007-07-16 17:04 cmdline
lrwxrwxrwx 1 tux users 0 2007-07-16 17:04 cwd -> /home/tux
L 1 tux users 0 2007-07-16 17:04 environ
lrwxrwxrwx 1 tux users 0 2007-07-16 17:04 exe -> /bin/ls
dr-x—————- 2 tux users 0 2007-07-16 17:04 fd

-rw-r--r—— 1 tux users 0 2007-07-16 17:04 loginuid
-r——r——-r—— 1 tux users 0 2007-07-16 17:04 maps
—rw——————— 1 tux users 0 2007-07-16 17:04 mem

-r--r--r—— 1 tux users 0 2007-07-16 17:04 mounts
-rw-r--r-- 1 tux users 0 2007-07-16 17:04 oom_adj
—-r——r——-r—— 1 tux users 0 2007-07-16 17:04 oom_score
lrwxrwxrwx 1 tux users 0 2007-07-16 17:04 root —> /
—rW——————— 1 tux users 0 2007-07-16 17:04 seccomp
-r—--r—-—-r—— 1 tux users 0 2007-07-16 17:04 smaps
-r——r——-r—— 1 tux users 0 2007-07-16 17:04 stat

[...]
dr-xr-xr-x 3 tux users 2007-07-16 17:04 task
-r——r——-r—— 1 tux users 0 2007-07-16 17:04 wchan

o

Die Adresszuordnung der Programmdateien und Bibliotheken befindet sich in der Datei

maps:

tux@mercury:~> cat /proc/self/maps

08048000-0804c000 r—-xp 00000000 03:03 17753 /bin/cat
0804c000-0804d000 rw-p 00004000 03:03 17753 /bin/cat
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0804d000-0806e000
b7d27000-b7d5a000
b7d5a000-b7e32000
b7e32000-b7e33000
b7e33000-b7£45000
b7£45000-b7£46000
b7£46000-b7£48000
b7£48000-b7£4c000
b7£52000-b7£53000
[...]
b7£5b000-b7£61000
b7£61000-b7£62000
b7£62000-b7£76000
b7£76000-b7£78000
bfd61000-b£d76000
ffffe000-£££££000

rw-p
r--p
r--p
rw-p
r—xp
r--p
rw-p
rw-p
r--p
r--s
r--p
r—-xp
rw-p
rw-p
-—-Pp

0804d000
00000000
00000000
b7e32000
00000000
00112000
00113000
b7£48000
00000000

00000000
00000000
00000000
00013000
bfd61000
00000000

13.6.1 procinfo

00:
03:
03:
00:
03:
03:
03:

00
03
03
00
03
03
03

00:00
03:03

03:03
03:03
03:03
03:03
00:00
00:00

11867
11868

8837
8837
8837

11842

9109
9720
8828
8828

[heap]

/usr/lib/locale/en_GB.utf8/
/usr/lib/locale/en_GB.utf8/

/1ib/1libc-2.3.6.s0
/lib/libc-2.3.6.s0
/1ib/libc-2.3.6.s0

/usr/lib/locale/en_GB.utf8/

/usr/lib/gconv/gconv-module
/usr/lib/locale/en_GB.utf8/
/1lib/1d-2.3.6.s0
/1lib/1d-2.3.6.s0

[stack]
[vdso]

Wichtige Informationen zum Dateisystem /proc werden mit dem Befehl procinfo

zusammengefasst:

tux@mercury:~> procinfo

Linux 2.6.32.7-0.2-default

Memory: Total
Mem: 2060604
Swap: 2104472
Bootup: Wed Feb 17
user 2:43:
nice : 1d 22:21
system: 13:39
IOwait: 18:02:
hw irqg: 0:03
sw irqg: 1:15
idle : 9d 16:07
uptime: 6d 13:07:
irg 0: 141399308
irg 1 73784
irg 4: 2
irg 6: 5
irg 7 2
irg 8 0
irg 9 0
irg 12 3

(geeko@buildhost)
Used Free
2011264 49340
112 2104360
03:39:33 2010
13.78 0.8% page in
:27.87 14.7% page out:
:57.57 4.3% page act:
18.59 5.7% page dea:
:39.44 0.0% page flt:
:35.25 0.4% swap in
:56.79 73.8% swap out:
11.14 context
timer irg 14:
18042 irg 50:
irg 58:
floppy [2] irg 66:
irg 74:
rtc irg 82: 17
acpi irgle9: 4
irqg233:

(gcc 4.3.4) #1 2CPU
Shared Buffers
0 200664

Load average:
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disk

690734737
138388345
29639529
9539791626

69

209

542720687

5074312
1938076
0
872711
15
8717720
4352794
8209068

ideO
uhci_hcd:
uhci_hcd:
uhci_hcd:
uhci_hcd:
0

nvidia

0

0.86 1.10 1.11 3/118 21547

1: 2827023r 968

usbl,
usb2
usb3,
usb4
PCI-MSI e

ehci_

HDA I

PCI-MSI 1
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Verwenden Sie den Parameter —a, wenn Sie alle Informationen anzeigen mochten. Der
Parameter —nN aktualisiert die Informationen alle N Sekunden. Beenden Sie in diesem
Fall das Programm mit der Taste Q.

StandardmdBig werden die kumulativen Werte angezeigt. Mit dem Parameter —d werden
die Einzelwerte generiert. procinfo —-dnb zeigt die Werte an, die sich in den letzten
fiinf Sekunden geéndert haben:

13.7 Hardware-Informationen

13.7.1 PCI-Ressourcen: lspci

ANMERKUNG: Zugriff auf PCI-Konfiguration.

Die meisten Betriebssysteme erfordern root-Benutzer-Privilegien, damit Zugriff
auf die PCI-Konfiguration des Computers gewahrt wird.

Der Befehl 1spci listet die PCI-Ressourcen auf:

mercury:~ # lspci

00:00.0 Host bridge: Intel Corporation 82845G/GL[Brookdale-G]/GE/PE \
DRAM Controller/Host-Hub Interface (rev 01)

00:01.0 PCI bridge: Intel Corporation 82845G/GL[Brookdale-G]/GE/PE \
Host-to-AGP Bridge (rev 01)

00:1d.0 USB Controller: Intel Corporation 82801DB/DBL/DBM \
(ICH4/ICH4-L/ICH4-M) USB UHCI Controller #1 (rev 01)

00:1d.1 USB Controller: Intel Corporation 82801DB/DBL/DBM \
(ICH4/ICH4-L/ICH4-M) USB UHCI Controller #2 (rev 01)

00:1d.2 USB Controller: Intel Corporation 82801DB/DBL/DBM \
(ICH4/ICH4-1L/ICH4-M) USB UHCI Controller #3 (rev 01)

00:1d.7 USB Controller: Intel Corporation 82801DB/DBM \
(ICH4/ICH4-M) USB2 EHCI Controller (rev 01)

00:1e.0 PCI bridge: Intel Corporation 82801 PCI Bridge (rev 81)

00:1f.0 ISA bridge: Intel Corporation 82801DB/DBL (ICH4/ICH4-L) \
LPC Interface Bridge (rev 01)

00:1f.1 IDE interface: Intel Corporation 82801DB (ICH4) IDE \
Controller (rev 01)

00:1f.3 SMBus: Intel Corporation 82801DB/DBL/DBM (ICH4/ICH4-L/ICH4-M) \
SMBus Controller (rev 01)

00:1f.5 Multimedia audio controller: Intel Corporation 82801DB/DBL/DBM \
(ICH4/ICH4-L/ICH4-M) AC'97 Audio Controller (rev 01)

01:00.0 VGA compatible controller: Matrox Graphics, Inc. G400/G450 (rev 85)
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02:08.0 Ethernet controller: Intel Corporation 82801DB PRO/100 VE (LOM) \
Ethernet Controller (rev 81)

Mit der Option —v werden ausfiihrlichere Informationen angezeigt:

mercury:~ # lspci -v
[...]
00:03.0 Ethernet controller: Intel Corporation 82540EM Gigabit Ethernet \
Controller (rev 02)
Subsystem: Intel Corporation PRO/1000 MT Desktop Adapter
Flags: bus master, 66MHz, medium devsel, latency 64, IRQ 19
Memory at £0000000 (32-bit, non-prefetchable) [size=128K]
I/0 ports at d010 [size=8]
Capabilities: [dc] Power Management version 2
Capabilities: [e4] PCI-X non-bridge device
Kernel driver in use: 1000
Kernel modules: e1000

Die Informationen zur Auflosung der Gerdtenamen stammen aus der Datei /usr/
share/pci.ids. PCI-IDs, die in dieser Datei fehlen, werden als "Unknown device"
(Unbekanntes Gerdt) markiert.

Der Parameter —vv generiert alle Informationen, die vom Programm abgefragt werden
konnen. Die reinen numerischen Werte werden mit dem Parameter —n angezeigt.

13.7.2 USB-Gerate: lsusb

Mit dem Befehl 1susb werden alle USB-Gerite aufgelistet. Mit der Option —v wird
eine detailliertere Liste ausgegeben. Die detaillierten Informationen werden aus dem

Verzeichnis /proc/bus/usb/ gelesen. Das Folgende ist die Ausgabe von 1susb
mit den angeschlossenen USB-Gerdten Hub, Memorystick, Festplatte und Maus.

mercury:/ # lsusb

Bus 004 Device 007: ID 0ea0:2168 Ours Technology, Inc. Transcend JetFlash \
2.0 / Astone USB Drive

Bus 004 Device 006: ID 04b4:6830 Cypress Semiconductor Corp. USB-2.0 IDE \
Adapter

Bus 004 Device 005: ID 05e3:0605 Genesys Logic, Inc.

Bus 004 Device 001: ID 0000:0000

Bus 003 Device 001: ID 0000:0000

Bus 002 Device 001: ID 0000:0000

Bus 001 Device 005: ID 046d:c012 Logitech, Inc. Optical Mouse

Bus 001 Device 001: ID 0000:0000
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13.8 Dateien und Dateisysteme

13.8.1 Bestimmen Sie den Dateityp: Datei

Mit dem Kommando file wird der Typ einer Datei oder einer Dateiliste durch
Uberpriifung der Datei /usr/share/misc/magic ermittelt.

tux@mercury:~> file /usr/bin/file
/usr/bin/file: ELF 64-bit LSB executable, x86-64, version 1 (SYSV), \
for GNU/Linux 2.6.4, dynamically linked (uses shared libs), stripped

Mit dem Parameter -f 1ist wird eine zu priifende Datei mit einer Dateinamensliste
angegeben. Mit —z kann f i1e komprimierte Dateien iiberpriifen:

tux@mercury:~> file /usr/share/man/manl/file.l.gz
usr/share/man/manl/file.l.gz: gzip compressed data, from Unix, max compression
tux@mercury:~> file -z /usr/share/man/manl/file.l.gz
/usr/share/man/manl/file.l.gz: troff or preprocessor input text \

(gzip compressed data, from Unix, max compression)

Der Parameter —1i gibt eine MIME-Typ-Zeichenkette anstelle der herkdmmlichen
Beschreibung aus.

tux@mercury:~> file -1 /usr/share/misc/magic
/usr/share/misc/magic: text/plain charset=utf-8

13.8.2 Dateisysteme und ihre Verwendung:
mount, df und du

Mit dem Befehl mount konnen Sie anzeigen, welches Dateisystem (Gerit und Typ)
an welchem Einhdngepunkt eingehédngt ist:

tux@mercury:~> mount

/dev/sda3 on / type reiserfs (rw,acl,user_xattr)

proc on /proc type proc (rw)

sysfs on /sys type sysfs (rw)

udev on /dev type tmpfs (rw)

devpts on /dev/pts type devpts (rw,mode=0620,gid=5)

/dev/sdal on /boot type ext2 (rw,acl,user_xattr)

/dev/sdad on /local type reiserfs (rw,acl,user_xattr)

/dev/fd0 on /media/floppy type subfs (rw,nosuid,nodev,noatime, fs=floppyfss,p
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Die Gesamtnutzung der Dateisysteme kann mit dem Befehl df ermittelt werden. Der

Parameter —h (oder ——human-readable) iibersetzt die Ausgabe in ein fiir normale
Benutzer verstindliches Format.

tux@mercury:~> df -h

Filesystem Size Used Avail Use% Mounted on
/dev/sda3 116G 3.2G 6.9G 32% /

udev 252M 104K 252M 1% /dev
/dev/sdal 16M 6.6M 7.8M 46% /boot
/dev/sda4 27G 34M 27G 1% /local

Die Gesamtgrofe aller Dateien in einem bestimmten Verzeichnis und dessen Unterver-
zeichnissen ldsst sich mit dem Befehl du ermitteln. Der Parameter —s unterdriickt die
Ausgabe von detaillierten Informationen und gibt nur einen Gesamtwert fiir jedes
Argument aus. —h wandelt die Ausgabe wieder in normal lesbare Form um:

tux@mercury:~> du -sh /opt
192M /opt

13.8.3 Zusatzliche Informationen zu
ELF-Binardateien

Der Inhalt von Bindrdateien wird mit dem Dienstprogramm reade1f gelesen. Dies
funktioniert auch fiir ELF-Dateien, die fiir andere Hardware-Architekturen entwickelt
wurden:

tux@mercury:~> readelf —--file-header /bin/ls
ELF Header:

Magic: 7f 45 4c 46 02 01 01 00 00 00 00O 00 00 00 00 0O

Class: ELF64

Data: 2's complement, little endian
Version: 1 (current)

OS/ABI: UNIX - System V

ABI Version: 0

Type: EXEC (Executable file)
Machine: Advanced Micro Devices X86-64
Version: 0x1

Entry point address: 0x402540

Start of program headers:
Start of section headers:
Flags:

Size of this header:

Size of program headers:

Number of program headers:

Size of section headers:

64 (bytes into file)
95720 (bytes into file)

0x0

64 (bytes)
56 (bytes)
9

64 (bytes)
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Number of section headers: 32
Section header string table index: 31

13.8.4 Dateieigenschaften: stat

Mit dem Befehl stat zeigen Sie die Eigenschaften einer Datei an:

tux@mercury:~> stat /etc/profile
File: " /etc/profile'

Size: 9662 Blocks: 24 IO Block: 4096 regular file
Device: 802h/2050d Inode: 132349 Links: 1
Access: (0644/-rw-r——-r——) Uid: ( 0/ root) Gid: ( 0/ root)

Access: 2009-03-20 07:51:17.000000000 +0100
Modify: 2009-01-08 19:21:14.000000000 +0100
Change: 2009-03-18 12:55:31.000000000 +0100

Mit dem Parameter ——fi1e-system werden Eigenschaften des Dateisystems ange-
zeigt, in dem sich die angegebene Datei befindet:

tux@mercury:~> stat /etc/profile --file-system
File: "/etc/profile"
ID: d4fb76e70b4d1746 Namelen: 255 Type: ext2/ext3
Block size: 4096 Fundamental block size: 4096
Blocks: Total: 2581445 Free: 1717327 Available: 1586197
Inodes: Total: 655776 Free: 490312

13.9 Benutzerinformationen

13.9.1 Benutzerzugriffsdateien: fuser

Es kann hilfreich sein, zu ermitteln, welche Prozesse oder Benutzer aktuell auf
bestimmte Dateien zugreifen. Sie méchten beispielsweise ein Dateisystem aushingen,
das unter /mnt eingehingt ist. umount gibt "device is busy" zuriick. Mit dem Befehl
fuser konnen Sie anschlieend ermitteln, welche Prozesse auf das Gerdt zugreifen:

tux@mercury:~> fuser -v /mnt/*

USER PID ACCESS COMMAND
/mnt/notes.txt tux 26597 £.... less

Nach dem Beenden des Prozesses 1ess, der auf einem anderen Terminal ausgefiihrt
wurde, kann das Aushingen des Dateisystems erfolgreich ausgefiihrt werden. Bei
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Verwendung mit der Option —k beendet fuser Prozesse, die ebenfalls auf die Datei
zugreifen.

13.9.2 Wer macht was: w

Mit dem Befehl w ermitteln Sie, wer beim System angemeldet ist und was die einzelnen
Benutzer gerade machen. Beispiel:

tux@mercury:~> w
14:58:43 up 1 day, 1:21, 2 users, load average: 0.00, 0.00, 0.00

USER TTY LOGIN@ IDLE JCPU PCPU WHAT
tux :0 12:25 ?xdm? 1:23 0.12s /bin/sh /usr/bin/startkde
root pts/4 14:13 0.00s 0.06s 0.00s w

Wenn sich Benutzer von entfernten Systemen angemeldet haben, kénnen Sie mit dem

Parameter - £ anzeigen lassen, von welchen Computern aus diese Verbindungen aufge-
baut wurden.

13.10 Zeit und Datum

13.10.1 Zeitmessung mit time

Der Zeitaufwand von Befehlen lésst sich mit dem Dienstprogramm t ime ermitteln.
Dieses Dienstprogramm ist in zwei Versionen verfiigbar: in Shell integriert und als
Programm (/usr/bin/time).

tux@mercury:~> time find . > /dev/null

real Om4.051s
user O0m0.042s
sys O0m0.205s

13.11 Darstellung der Daten in
Diagrammen: RRDtool

Zahllose Daten im tiglichen Leben kénnen im Verhéltnis zur Zeit gemessen werden.
Hierzu gehoren beispielsweise Temperaturdnderungen oder auch die Menge der Daten,
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die Sie {iber Ihre Netzwerkschnittstelle senden oder empfangen. Mit RRDtool kénnen
Sie diese Daten erfassen und in detaillierten, individuell anpassbaren Diagrammen
optisch darstellen.

RRDtool ist fiir die meisten UNIX-Plattformen und Linux-Distributionen erhiltlich.
Auch openSUSE® enthélt RRDtool. Zur Installation verwenden Sie wahlweise YaST
oder geben Sie

zypper install rrdtool als root in die Kommandozeile ein.

TIPP

Fur RRDtool stehen Perl-, Python-, Ruby- und PHP-Bindungen zur Auswahl, so
dass Sie lhre Uberwachungsskripten in lhrer bevorzugten Skriptsprache schreiben
kénnen.

13.11.1 Funktionsweise von RRDtool

RRDtool ist die Kurzform fiir Round Robin Database Tool. Round-Robin ist ein Ver-
fahren zur Bearbeitung einer konstanten Datenmenge. Hier kommt ein Umlaufpuffer
zum Einsatz, so dass die gelesene Datenzeile keinen Anfang und kein Ende hat. Beim
RRDtool werden die Daten in Round-Robin-Datenbanken gespeichert und aus diesen
Datenbanken eingelesen.

Wie bereits erwihnt, richtet sich RRDtool an Daten, die sich im Lauf der Zeit verandern.
Der Idealfall wére ein Sensor, der wiederholt Messdaten (z. B. Temperatur oder
Geschwindigkeit) tiber konstante Zeitrdume erfasst und dann in einem gegebenen Format
exportiert. Solche Daten sind die optimale Grundlage fiir RRDtool, sie lassen sich
miihelos verarbeiten und zur gewliinschten Ausgabe zusammenstellen.

Unter Umsténden konnen die Daten nicht automatisch und regelméfig abgerufen werden.
Das Format muss vorverarbeitet werden, bevor die Daten an RRDtool weitergegeben
werden kénnen, und hdufig miissen Sie RRDtool sogar manuell bedienen.

Im Folgenden wird die grundlegende Verwendung von RRDtool an einem einfachen
Beispiel erldutert. Hierbei werden alle drei Phasen im normalen RRDtool-Arbeitsfluss
dargestellt: Erstellen einer Datenbank, Aktualisieren der Messwerte und Anzeigen der
Ausgabe.
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13.11.2 Einfaches Beispiel aus dem Alltag

Angenommen, Sie mochten Informationen zur Arbeitsspeicherauslastung im Linux-
System im Lauf der Zeit erfassen und darstellen. Damit das Beispiel anschaulicher
wird, messen Sie den jeweils aktuell freien Arbeitsspeicher iiber einen Zeitraum von
40 Sekunden in Abstdnden von 4 Sekunden. Wihrend der Messung wurden die drei
speicherhungrigsten Anwendungen gestartet und wieder geschlossen: der Webbrowser
Firefox, der E-Mail-Client Evolution und das Entwicklungs-Framework Eclipse.

Erfassen von Daten

RRDtool kommt sehr hdufig zum Einsatz, wenn es darum geht, den Datenverkehr im
Netzwerk zu messen und optisch darzustellen. In diesen Féllen wird SNMP (Simple
Network Management Protocol) verwendet. Das Protokoll kann die Netzwerkgerite
nach den entsprechenden Werten ihrer internen Zahler abfragen. Genau diese Werte
sollen mit RRDtool gespeichert werden. Weitere Informationen zu SNMP finden Sie
unter http://www.net-snmp.org/.

Thre aktuelle Situation ist anders gelagert: Sie miissen die Daten manuell erfassen. Das
Helper-Skript free_mem. sh liest den aktuellen Stand des freien Arbeitsspeichers
wiederholt aus und schreibt diese Werte in die Standardausgabe.
tux@mercury:~> cat free_mem.sh
INTERVAL=4
for steps in {1..10}
do
DATE="date +%s’
FREEMEM="free -b | grep "Mem" | awk '{ print $4 }'"
sleep SINTERVAL

echo "rrdtool update free_mem.rrd $DATE:S$SFREEMEM"
done

Wichtige Hinweise

* Das Zeitintervall ist auf 4 Sekunden eingestellt und mit dem Kommando sleep
implementiert.

» RRDtool akzeptiert Zeitinformationen in einem speziellen Format, der sogenannten
UNIX-Zeit. Diese Zeit ist definiert als der Zeitraum in Sekunden, der seit Mitternacht
am 1. Januar 1970 (UTC) vergangen ist. Der Wert 1272907114 bezeichnet beispiels-
weise den 3. Mai 2010, 17:18:34 Uhr.
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* Der freie Arbeitsspeicher wird mit free -Db in Byte wiedergegeben. Verwenden
Sie nach Mdglichkeit die Grundeinheiten (Byte) anstelle von Vielfachen (z. B.
Kilobyte).

* Die Zeile mit dem Kommando echo ... enthilt den kiinftigen Namen der

Datenbankdatei (free_mem. rrd) und bildet damit eine Kommandozeile, mit der
die RRDtool-Werte aktualisiert werden.

Nach der Ausfiihrung von free_mem. sh erhalten Sie die folgende Ausgabe (oder
dhnlich):

tux@mercury:~> sh free_mem.sh

rrdtool update free_mem.rrd 1272974835:1182994432
rrdtool update free_mem.rrd 1272974839:1162817536
rrdtool update free_mem.rrd 1272974843:1096269824
rrdtool update free_mem.rrd 1272974847:1034219520
rrdtool update free_mem.rrd 1272974851:909438976
rrdtool update free_mem.rrd 1272974855:832454656
rrdtool update free_mem.rrd 1272974859:829120512
rrdtool update free_mem.rrd 1272974863:1180377088
rrdtool update free_mem.rrd 1272974867:1179369472
rrdtool update free_mem.rrd 1272974871:1181806592

Die Ausgabe des Kommandos ldsst sich bequem mit
sh free_mem.sh > free_mem_updates.log

in eine Datei umleiten, wodurch die kiinftige Ausfiihrung erleichtert wird.

Erstellen einer Datenbank

Erstellen Sie die anfdngliche Round-Robin-Datenbank fiir das Beispiel mit dem folgen-
den Kommando:

rrdtool create free_mem.rrd —--start 1272974834 —--step=4 \
DS:memory:GAUGE:600:U:U RRA:AVERAGE:0.5:1:24

Wichtige Hinweise

* Mit diesem Kommando legen Sie eine Datei mit der Bezeichnung free_mem. rrd
an, in der die Messwerte nach dem Round-Robin-Verfahren in einer Datenbank
gespeichert werden.
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* Die Option ——start bestimmt den Zeitpunkt (in UNIX-Zeit), zu dem der erste
Wert in die Datenbank aufgenommen wird. In diesem Beispiel liegt der Zeitpunkt
um 1 unter dem ersten Zeitwert der Ausgabe free_mem. sh (1272974835).

* Mit ——step wird das Zeitintervall in Sekunden festgelegt, in dem die Messdaten
in die Datenbank eingetragen werden.

* Der Abschnitt DS : memory : GAUGE : 600 : U: U fiihrt eine neue Datenquelle fiir die
Datenbank ein. Die Bezeichnung lautet memory, der Typ ist gauge, der maximale
Zeitraum zwischen zwei Aktualisierungen betrdgt 600 Sekunden, und der Mindestwert
und Hdochstwert im Messbereich sind unbekannt (U).

* RRA:AVERAGE:0.5:1:24 erstellt ein Round-Robin-Archiv (RRA), dessen
gespeicherte Daten mit den Konsolidierungfunktionen (Consolidation Function, CF)
bearbeitet werden, die wiederum den Durchschnitt der Datenpunkte berechnen. Am
Ende der Zeile stehen drei Argumente fiir die Konsolidierungsfunktion.

Wenn keine Fehlermeldung angezeigt wird, dann wird die Datenbank free_mem.rrd
im aktuellen Verzeichnis erstellt:

tux@mercury:~> 1ls -1 free_mem.rrd
-rw-r—--r—— 1 tux users 776 May 5 12:50 free_mem.rrd

Aktualisieren der Datenbankwerte

Nach dem Erstellen muss die Datenbank mit den Messdaten gefiillt werden. Unter
,Erfassen von Daten (S. 233) haben Sie bereits die Datei free_mem_updates.log
vorbereitet, in der sichrrdtool update-Kommandos befinden. Diese Kommandos
aktualisieren die Datenbankwerte.

tux@mercury:~> sh free_mem_updates.log; ls -1 free_mem.rrd
-rw-r—--r—— 1 tux users 776 May 5 13:29 free_mem.rrd

Wie Sie sehen, ist die GréBle von free_mem. rrd auch nach dem Aktualisieren der
Daten unverindert.

Anzeigen der Messwerte

Sie haben nun die Werte gemessen, die Datenbank erstellt und die Messwerte darin
gespeichert. Nun kénnen Sie mit der Datenbank arbeiten und die Werte abrufen oder
anzeigen.
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Zum Abrufen aller Werte aus der Datenbank geben Sie Folgendes in die Kommando-
zeile ein:

tux@mercury:~> rrdtool fetch free_mem.rrd AVERAGE —--start 1272974830 \
——end 1272974871

memory
1272974832: nan

1272974836: 1.1729059840e+09
1272974840: 1.1461806080e+09
1272974844: 1.0807572480e+09
1272974848: 1.0030243840e+09
1272974852: 8.9019289600e+08
1272974856: 8.3162112000e+08
1272974860: 9.1693465600e+08
1272974864: 1.1801251840e+09
1272974868: 1.1799787520e+09

1272974872: nan

Wichtige Hinweise

* AVERAGE ruft Durchschnittswertpunkte aus der Datenbank ab, weil nur eine

Datenquelle (,,Erstellen einer Datenbank (S. 234)) fiir die AVERAGE-Verarbeitung
definiert ist und keine andere Funktion zur Verfiigung steht.

+ Die erste Zeile der Ausgabe enthilt den Namen der Datenquelle, wie er in ,,Erstellen
einer Datenbank® (S. 234) definiert ist.

+ Die linke Ergebnisspalte zeigt einzelne Zeitpunkte, die rechte Spalte dagegen die
entsprechenden durchschnittlichen Messwerte in Exponentialschreibweise.

* Der Begriff nan in der letzten Zeile steht fiir "not a number" ("keine Zahl").

Nun wird ein Diagramm mit den gespeicherten Werten aus der Datenbank angelegt:

tux@mercury:~> rrdtool graph free_mem.png \
——start 1272974830 \

——end 1272974871 \

—-—step=4 \
DEF:free_memory=free_mem.rrd:memory:AVERAGE \
LINE2:free_memory#FF0000 \

——vertical-label "GB" \

—-title "Free System Memory in Time" \

—-—zoom 1.5 \

——-x-grid SECOND:1:SECOND:4:SECOND:10:0:%X

Wichtige Hinweise

* free_mem.png ist der Dateiname des zu erstellenden Diagramms.
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——start und -—end schrianken den Zeitraum ein, fiir den das Diagramm angelegt
werden soll.

——step bestimmt die zeitliche Auflosung (in Sekunden) fiir das Diagramm.

Der Abschnitt DEF: . . . ist eine Datendefinition mit der Bezeichnung free memory.
Die Daten werden aus der Datenbank free_mem. rrd und der Datenquelle
memory gelesen. Die Durchschnittswert-Punkte werden berechnet, weil in ,,Erstellen
einer Datenbank” (S. 234) keine anderen Punkte definiert sind.

Der Abschnitt LINE. . . bestimmt die Eigenschaften der Linie, die im Diagramm
gezogen werden soll. Die Linie ist 2 Pixel breit, die Daten stammen aus der Definition
Jfree_memory, und die Farbe ist rot.

——vertical-label enthilt die Bezeichnung, mit der die y-Achse beschriftet
werden soll, und ——t it le enthdlt die Bezeichnung fiir das gesamte Diagramm.

——zoom bestimmt den Zoomfaktor fiir das Diagramm. Dieser Wert muss gréf3er als
Null sein.

—-—x—grid gibt an, wie die Diagrammlinien und ihre Beschriftungen in das Dia-
gramm eingetragen werden sollen. In diesem Beispiel werden die Linien in Abstdnden
von einer Sekunde gezogen, die Hauptdiagrammlinien dagegen in Abstinden von
vier Sekunden. Die Beschriftungen werden in Abstanden von 10 Sekunden unter die
Hauptdiagrammlinien platziert.

Abbildung 13.2 Beispiel eines Diagramms mit RRDtool

Free System Memory in Time

GB
o)
@

»

0.86
14:67:1@ 14:07:20 14:07:30 14:07:40 14:07:50
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13.11.3 Weiterfiihrende Informationen

RRDtool ist ein duBerst komplexes Tool mit zahlreichen Unterkommandos und Kom-
mandozeilenoptionen. Ein Teil davon ist leicht verstdndlich, aber Sie miissten sich
intensiv mit RRDtool befassen, damit Sie exakt die gewiinschten Ergebnisse erhalten
und gemdl Thren Anforderungen abstimmen kdnnen.

Neben der man-Seite fiir RRDtool (man 1 rrdtool), aufder Sie lediglich grundle-
gende Informationen finden, sollten Sie die RRDtool-Homepage [http://oss

.oetiker.ch/rrdtool/]betrachten. Hier finden Sie eine ausfiihrliche Dokumen-
tation [http://oss.oetiker.ch/rrdtool/doc/index.en.html] fiir das
Kommando rrdt ool und alle Unterkommandos. Dariiber hinaus stehen verschiedene

Einfiihrungen [http://oss.oetiker.ch/rrdtool/tut/index.en.html]
zur Verfligung, in denen Sie den normalen RRDtool-Arbeitsfluss kennenlernen.

Wenn Sie sich fiir die Uberwachung des Netzwerkverkehrs interessieren, werfen Sie
einen Blick auf MRTG [http://oss.oetiker.ch/mrtg/]. Mit MRTG (Multi
Router Traffic Grapher) erstellen Sie Diagramme zu den Aktivitdten der verschiedensten
Netzwerkgerite. RRDtool ldsst sich schnell und einfach einbinden.
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Upgrade des Systems und
Systemdnderungen

Sie konnen ein bestehendes System aktualisieren, ohne es vollstindig neu zu installieren.
Es gibt zwei Mdoglichkeiten, das System ganz oder teilweise zu erneuern: Update ein-
zelner Sofiware-Pakete und Upgrade des vollstindigen Systems. Das Aktualisieren
einzelner Pakete wird in Kapitel 3, Installieren bzw. Entfernen von Software (S. 67)
und Kapitel 4, YaST-Online-Update (S. 91) behandelt. Zwei Mdglichkeiten zum
Upgrade des Systems werden in den folgenden Abschnitten besprochen — siehe
Abschnitt 14.1.3, ,,Upgrade mit YaST* (S. 241) und Abschnitt 14.1.4, , Distributions-
Upgrade mit Zypper® (S. 242).

14.1 Upgrade des Systems

Software weist normalerweise von Version zu Version mehr "Umfang" auf. Folglich
sollten Sie vor dem Aktualisieren mit df den verfiigbaren Partitionsspeicher {iberpriifen.
Wenn Sie befiirchten, dass demnéchst kein Speicherplatz mehr zur Verfiigung steht,
sichern Sie die Daten, bevor Sie Ihr System aktualisieren und neu partitionieren. Es
gibt keine Faustregel hinsichtlich des Speicherplatzes einzelner Partitionen. Die Spei-
cherplatzanforderungen werden durch Ihr jeweiliges Partitionierungsprofil, die ausge-
wiahlte Software sowie die Versionsnummer des Systems bestimmt.

14.1.1 Vorbereitung

Kopieren Sie vor der Aktualisierung die alten Konfigurationsdateien auf ein separates
Medium, beispielsweise ein Bandlaufwerk, eine Wechselfestplatte oder ein USB-Flash-
Drive, um die Daten zu sichern. Dies gilt hauptsichlich fiir die in /et c gespeicherten
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Dateien sowie einige der Verzeichnisse und Dateien in /var. Zudem empfiehlt es sich,
die Benutzerdaten in /home (den HOME-Verzeichnissen) auf ein Sicherungsmedium
zu schreiben. Melden Sie sich zur Sicherung dieser Daten als root an. Nur Benutzer
root verfiigt iiber die Leseberechtigung fiir alle lokalen Dateien.

Notieren Sie sich vor der Aktualisierung die Root-Partition. Mit dem Befehl df /
konnen Sie den Geritenamen der Root-Partition anzeigen. In Beispiel 14.1, ,,Uber df
—h angezeigte Liste” (S. 240) ist /dev/sda3 die Root-Partition, die Sie sich notieren
sollten (eingehéngt als /).

Beispiel 14.1 Uber df -h angezeigte Liste

Filesystem Size Used Avail Use% Mounted on
/dev/sda3 74G 22G 53G  29% /

udev 252M 124K 252M 1% /dev
/dev/sda5 116G 5.8G 111G 5% /home
/dev/sdal 39G 1.6G 37G 4% /windows/C
/dev/sda2 4.6G 2.6G 2.1G 57% /windows/D

14.1.2 Potenzielle Probleme

Wenn Sie ein standardmafiges System von der Vorgingerversion auf diese Version
aktualisieren, ermittelt YaST die erforderlichen Anderungen und nimmit sie vor.
Abhiédngig von den individuellen Anpassungen, die Sie vorgenommen haben, kommt
es bei einigen Schritten (oder der vollstindigen Aktualisierung) zu Problemen und
Thnen bleibt nur die Moglichkeit, Thre Sicherungsdaten zuriickzukopieren. Uberpriifen
Sie die folgenden Aspekte, bevor Sie das Systemupdate starten.

Uberpriifen von "passwd" und "group" in "/etc"

Stellen Sie vor dem Upgrade des Systems sicher, dass /etc/passwd und /etc/
group keine Syntaxfehler enthalten. Rufen Sie hierzu die Uberpriifungsprogramme
pwck und grpck als root auf, um sdmtliche gemeldeten Fehler zu beseitigen.

PostgreSQL

Fiihren Sie vor der Aktualisierung von PostgreSQL (postgres) den dump-Vorgang
fiir die Datenbanken durch. Ziehen Sie die man-Seite zu pg_dump zurate. Dies ist nur
erforderlich, wenn Sie PostgreSQL bereits vor der Aktualisierung verwendet haben.
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14.1.3 Upgrade mit YaST

Im Anschluss an die in Abschnitt 14.1.1, ,,Vorbereitung™ (S. 239) erlduterte Vorbereitung
kann Ihr System nun aktualisiert werden:

1 Booten Sie das System wie zu Installationszwecken (siehe Beschreibung in
Abschnitt ,,Systemstart fiir die Installation® (Kapitel 1, Installation mit YaST, 1Start)).
Wihlen Sie in YaST eine Sprache aus und klicken Sie im Dialogfeld Installations-
modus auf Aktualisieren. Wihlen Sie nicht die Option Neuinstallation. Fiigen Sie
auflerdem Repositorys hinzu, um sicherzustellen, dass die gesamte verfiigbare Soft-
ware aktualisiert wird, sobald Updates zur Verfiigung stehen. Informationen zur
Installation von Repositorys finden Sie unter Abschnitt ,,Add-on-Produkte* (Kapitel 1,
Installation mit YaST, 1 Start).

2 YaST ermittelt, ob mehrere Stammpartitionen vorhanden sind. Wenn nur eine vor-
handen ist, fahren Sie mit dem nichsten Schritt fort. Wenn mehrere vorhanden sind,
wdbhlen Sie die richtige Partition aus und bestdtigen Sie mit Weiter (im Beispiel in
Abschnitt 14.1.1, ,,Vorbereitung® (S. 239) wurde /dev/sda3 ausgewdhlt). YaST
liest die alte £ stab auf dieser Partition, um die hier aufgefiihrten Dateisysteme zu
analysieren und einzuhdngen.

WARNUNG: Persistente Geratenamen

Alle Eintrage in /etc/fstab, die einzuhdngende Partitionen mit dem Kernel-
Geratenamen angeben, miissen vor der Aktualisierung auf die Namen einer
der anderen unterstiitzten Methoden zuriickgesetzt werden. Kernel-Geraten-
amen sind nicht persistent und daher fiir den Aktualisierungsprozess hochst
unzuverldssig. Die Zurlicksetzung kénnen Sie mit der YaST-Expertenpartitio-
nierung durchfiihren, indem Sie die Methode in den fstab-Optionen andern.

3 Uberpriifen Sie die friiheren Repositorys, sofern welche eingerichtet waren. Aktivieren
Sie alle Repositorys, die Sie noch verwenden und von denen aus Sie Software
anderer Hersteller aktualisieren mdchten. Klicken Sie fiir jedes Element der Liste,
dessen Status Sie wechseln mochten, auf Status wechseln.

4 Falls Sie wihrend des Upgrades, wie oben empfohlen, Repositorys hinzugefiigt
haben, konnen Sie nun diejenigen aktivieren, an denen Sie tatsdchlich Interesse
haben.
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5 Passen Sie im Dialogfeld Installationseinstellungen die Einstellungen gemaf Thren
Anforderungen an. In der Regel konnen Sie die Standardeinstellungen unverandert
belassen. Falls Sie jedoch Thr System erweitern mochten, markieren Sie die angebo-
tenen Pakete und Schemata in den Untermeniis von Pakete und Optionen fiir das
Update oder fiigen Sie Unterstiitzung fiir zusdtzliche Sprachen hinzu.

Sie haben zudem die Mdglichkeit, verschiedene Systemkomponenten zu sichern.
Durch Sicherungen wird der Upgrade-Vorgang verlangsamt. Verwenden Sie diese
Option, wenn Sie {iber keine aktuelle Systemsicherung verfiigen.

6 Klicken Sie zur Bestdtigung auf Upgrade starten.

Sobald die grundlegende Upgrade-Installation abgeschlossen ist, wird das System von
YaST neu gebootet. Zum Schluss aktualisiert YaST die restliche Software, sofern vor-
handen, und zeigt bei Bedarf die Versionshinweise an.

14.1.4 Distributions-Upgrade mit Zypper

Mit dem Kommandozeilenprogramm zypper konnen Sie ein Upgrade zur nichsten
Version Ihrer Distribution durchfiihren. Dabei ist am wichtigsten, dass Sie das System-
Upgrade aus dem laufenden System heraus initiieren konnen.

Diese Funktion ist niitzlich fiir fortgeschrittene Benutzer, die Remote-Upgrades oder
Upgrades auf vielen dhnlich konfigurierten Systemen ausfithren méchten. Fiir unerfah-
rene Benutzer empfiehlt sich das Upgrade mit YaST iiber ein Bootmedium, wie in
Abschnitt 14.1.3, ,,Upgrade mit YaST* (S. 241) beschrieben.

Vor dem Start des Upgrades mit Zypper

Zur Vermeidung von unerwarteten Fehlern beim Upgrade-Vorgang mit zypper
minimieren Sie riskante Konstellationen.

Aktualisieren Sie von der vorherigen Version (d. h. 11.2) auf diese Version (11.3).
Uberspringen Sie keine kleine Zwischenversion (d. h. fiihren Sie kein Upgrade von
11.1 oder friiher in einem Schritt auf 11.3 durch). Stellen Sie sicher, dass alle 11.1-
Online-Updates erfolgreich {ibernommen wurden.

Schlielen Sie moglichst viele Anwendungen und nicht benétigte Services und melden
Sie alle reguldren Benutzer ab.
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Deaktivieren Sie Repositorys von anderen Herstellern oder openSUSE Build Service,
bevor Sie das Upgrade beginnen. Oder verringern Sie die Prioritédt dieser Repositorys,
um sicherzustellen, dass Pakete von den Standard-System-Repositorys den Vorrang

erhalten. Aktivieren Sie sie nach dem Upgrade erneut und bearbeiten Sie ihre Versions-
angabe mit der Versionsnummer der Distribution des aufgeriisteten laufenden Systems.

Weitere Informationen finden Sie unterhttp://en.opensuse.org/SDB: System
_upgrade.

Der Upgrade-Vorgang

WARNUNG: Priifen der Systemsicherung

Priifen Sie vor dem Upgrade, ob lhre Systemsicherung auf dem neuesten Stand
und wiederherstellbar ist. Dies ist besonders wichtig, da viele der folgenden
Schritte manuell durchgefiihrt werden mussen.

1 Fiihren Sie das Online-Update aus, um sicherzustellen, dass der Softwaremanagement-
Stapel auf dem neuesten Stand ist. Weitere Informationen finden Sie unter Kapitel 4,
YaST-Online-Update (S. 91).

2 Konfigurieren Sie die Repositorys, die Sie als Aktualisierungsquelle verwenden
mochten. Hier miissen Sie unbedingt auf eine richtige Konfiguration achten. Verwen-
den Sie YaST (siehe Abschnitt 3.4, ,,Verwalten von Software-Repositorys und -
Diensten® (S. 84)) oder zypper (sieche Abschnitt 7.1, ,,Verwenden von zypper*
(S. 105)).

TIPP: Repository-Namen

Je nach den von lhnen vorgenommenen Anpassungen kdnnen die in den
folgenden Schritten verwendeten Repository-Namen geringfiigig abweichen.

Geben Sie zur Anzeige Threr aktuellen Repositorys das Folgende ein:

zypper lr -u

2a Erhohen Sie die Versionsnummer der System-Repositorys von 11.1 auf 11.2;
fiigen Sie die neuen 11.2-Repositorys mit Kommandos wie den folgenden
hinzu:
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server=http://download.opensuse.org

new_ver=11.3

zypper ar S$server/distribution/$new_ver/repo/oss/
openSUSE-$new_ver-0ss

zypper ar $server/update/S$new_ver/ openSUSE-$new_ver-Update

Und entfernen Sie die alten Repositorys:

old_ver=11.2
zypper rr openSUSE-$old_ver-Oss
zypper rr openSUSE-$old_ver-Update

2b Deaktivieren Sie die Repositorys von Drittanbietern und alle anderen open-
SUSE Build Service-Repositorys, weil zypper dup nur mit den Standard-
Repositorys nachweislich fehlerfrei zusammenarbeitet (entfernen Sie
repo-alias mit dem Namen des zu deaktivierenden Repositorys):

zypper mr —-d repo-alias

Sie kdnnen aber auch die Prioritdt dieser Repositorys verringern.

ANMERKUNG: Umgang mit nicht aufgelésten Abhdngigkeiten

zypper dup entfernt alle Pakete mit ungelésten Abhangigkeiten,
behalt aber Pakete von deaktivierten Repositorys, solange deren
Abhangigkeiten erfiillt sind.

zypper dup stellt sicher, dass alle installierten Pakete aus einem der ver-
fiigbaren Repositorys stammen. Version, Architektur oder Hersteller der
installierten Pakete werden dabei nicht beriicksichtigt, daher wird eine Neu-
installation emuliert. Pakete, die in den Repositorys nicht mehr verfiigbar
sind, werden als "verwaist" betrachtet. Solche Pakete werden deinstalliert,
wenn ihre Abhdngigkeiten nicht erfiillt werden konnen. Wenn sie erfiillt
werden konnen, bleiben solche Pakete installiert.

2c Priifen Sie anschlieBend Thre Repository-Konfiguration wie folgt:

zypper lr -d

3 Aktualisieren Sie lokale Metadaten und Repository-Inhalte mit zypper ref.
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4 Holen Sie Zypper und den Paketverwaltungsstapel mit zypper up zypper aus
dem Repository der Version 11.3.

5 Fiihren Sie nun das eigentliche Distributions-Upgrade mit zypper dup durch. Sie
werden aufgefordert, die Lizenz zu bestétigen.

6 Fiihren Sie die grundlegende Systemkonfiguration mit SuSEconfig durch.

7 Booten Sie das System mit shutdown -r now neu.

14.1.5 Aktualisieren einzelner Pakete

Ungeachtet der insgesamt aktualisierten Umgebung ist die Aktualisierung einzelner
Pakete stets moglich. Ab diesem Punkt liegt es jedoch bei Ihnen, sicherzustellen, dass
die Konsistenz Thres Systems stets gewéahrleistet ist. Ratschldge zur Aktualisierung
finden Sie unter http://www.novell.com/linux/download/updates/.

Wihlen Sie gemdl3 Thren Anforderungen Komponenten in der YaST-Paketauswahl aus.
Wenn Sie ein Paket auswéhlen, das fiir den Gesamtbetrieb des Systems unerlédsslich
ist, gibt YaST eine Warnung aus. Pakete dieser Art sollten nur im Aktualisierungsmodus
aktualisiert werden. Zahlreiche Pakete enthalten beispielsweise freigegebene Bibliothe-
ken. Das Aktualisieren dieser Programme und Anwendungen im laufenden System
kann zu einer Systeminstabilitdt fithren.

14.2 Software-Anderungen

Die einzelnen Anderungen zwischen den Versionen gehen aus den nachfolgenden
Erlauterungen hervor. Diese Zusammenfassung gibt beispielsweise Aufschluss dariiber,
ob grundlegende Einstellungen vollkommen neu konfiguriert wurden, ob Konfigurati-
onsdateien an andere Speicherorte verschoben wurden oder ob es bedeutende Anderun-
gen gingiger Anwendungen gegeben hat. Signifikante Anderungen, die sich auf den
taglichen Betrieb des Systems auswirken — entweder auf Benutzer- oder Administra-
torebene — werden hier genannt.

Probleme und spezielle Aspekte der verschiedenen Versionen werden bei Bekanntwer-
dung online zur Verfiigung gestellt. Nutzen Sie die unten aufgefiihrten Links. Wichtige
Aktualisierungen einzelner Pakete stehen mit YaST Online Update unter http://
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Verfligung. Weitere Informationen finden Sie unter Kapitel 4, YaST-Online-Update
(S.91).

Weitere Informationen iiber kiirzliche Anderungen und Probleme finden Sie in den
Produkt-Highlights (http://wiki.opensuse.org/Product
_highlights und im Artikel Bugs im openSUSE-Wiki unter http://en
.opensuse.org/openSUSE:Most_annoying_bugs).
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32-Bit- und
64-Bit-Anwendungen in einer
64-Bit-Systemumgebung

openSUSE® ist fiir 64-Bit-Plattformen verfiigbar. Das bedeutet jedoch nicht unbedingt,
dass alle enthaltenen Anwendungen bereits auf 64-Bit-Plattformen portiert wurden.
openSUSE unterstiitzt die Verwendung von 32-Bit-Anwendungen in einer 64-Bit-
Systemumgebung. Dieses Kapitel gibt einen kurzen Uberblick iiber die Implementierung
dieser Unterstiitzung auf openSUSE-64-Bit-Plattformen. Es wird erldutert, wie 32-Bit-
Anwendungen ausgefiihrt werden (Laufzeitunterstiitzung) und wie 32-Bit-Anwendungen
kompiliert werden sollten, damit sie sowohl in 32-Bit- als auch in 64-Bit-Systemanwen-
dungen ausgefiihrt werden kénnen. Au3erdem finden Sie Informationen zur Kernel-
API und es wird erldutert, wie 32-Bit-Anwendungen unter einem 64-Bit-Kernel ausge-
fiihrt werden konnen.

openSUSE fiir die 64-Bit-Plattformen amd64 und Intel 64 ist so konzipiert, dass
bestehende 32-Bit-Anwendungen sofort in der 64-Bit-Umgebung ausgefiihrt werden
konnen. Diese Unterstiitzung bedeutet, dass Sie weiterhin Ihre bevorzugten 32-Bit-
Anwendungen verwenden kénnen und nicht warten miissen, bis ein entsprechender 64-
Bit-Port verfiigbar ist.

15.1 Laufzeitunterstiitzung

WICHTIG: Konflikte zwischen Anwendungsversionen

Wenn eine Anwendung sowohl fiir 32-Bit- als auch fiir 64-Bit-Umgebungen
verfligbar ist, fiihrt die parallele Installation beider Versionen zwangslaufig zu
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Problemen. Entscheiden Sie sich in diesen Fallen fir eine der beiden Versionen
und installieren und verwenden Sie nur diese.

Eine Ausnahme von dieser Regel ist PAM (Pluggable Authentication Modules).
Waihrend des Authentifizierungsprozesses verwendet openSUSE PAM als Schicht
flir die Vermittlung zwischen Benutzer und Anwendung. Auf einem 64-Bit-
Betriebssystem, das auch 32-Bit-Anwendungen ausflihrt, ist es stets erforderlich,
beide Versionen eines PAM-Moduls zu installieren.

Fir eine korrekte Ausfithrung benétigt jede Anwendung eine Reihe von Bibliotheken.
Leider sind die Namen fiir die 32-Bit- und 64-Bit-Versionen dieser Bibliotheken iden-
tisch. Sie miissen auf andere Weise voneinander unterschieden werden.

Um die Kompatibilitdt mit der 32-Bit-Version aufrechtzuerhalten, werden die Biblio-
theken am selben Ort im System gespeichert wie in der 32-Bit-Umgebung. Die 32-Bit-
Version von 1ibc. so. 6 befindet sich sowohl in der 32-Bit- als auch in der 64-Bit-
Umgebung unter /1ib/libc.so.6.

Alle 64-Bit-Bibliotheken und Objektdateien befinden sich in Verzeichnissen mit dem
Namen 1ib64. Die 64-Bit-Objektdateien, die sich normalerweise unter /1ib und
/usr/1ib befinden, werden nun unter /1ib64 und /usr/1ib64 gespeichert.
Unter /1libund /usr/1ib ist also Platz fiir die 32-Bit-Bibliotheken, sodass der
Dateiname fiir beide Versionen unverandert bleiben kann.

Unterverzeichnisse von 32-Bit-Verzeichnissen namens /1 1ib, deren Dateninhalt nicht
von der Wortgré3e abhéngt, werden nicht verschoben. Das Schema entspricht LSB
(Linux Standards Base) und FHS (File System Hierarchy Standard).

15.2 Software-Entwicklung

Eine Doppelarchitektur-Entwicklungswerkzeugkette (Biarch Development Toolchain)
ermoglicht die Erstellung von 32-Bit- und 64-Bit-Objekten. Standardméafig werden 64-
Bit-Objekte kompiliert. 32-Bit-Objekte konnen durch Verwendung spezieller Flaggen
erstellt werden. Bei GCC lautet diese Flagge —m32.

Alle Header-Dateien miissen in architekturunabhdngiger Form geschrieben werden.
Die installierten 32-Bit- und 64-Bit-Bibliotheken miissen eine API (Anwendungspro-
grammschnittstelle) aufweisen, die zu den installierten Header-Dateien passt. Die nor-
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male openSUSE-Umgebung wurde nach diesem Prinzip gestaltet. Bei manuell aktuali-
sierten Bibliotheken miissen Sie diese Probleme selbst 16sen.

15.3 Software-Kompilierung auf
Doppelarchitektur-Plattformen

Um bei einer Doppelarchitektur Bindrdateien fiir die jeweils andere Architektur zu
entwickeln, miissen die entsprechenden Bibliotheken fiir die zweite Architektur
zusidtzlich installiert werden. Diese Pakete heiflen rpmname—32bit. AuBBerdem
benétigen Sie die entsprechenden Header und Bibliotheken aus den
rpmname-deve1-Paketen und die Entwicklungsbibliotheken fiir die zweite Architektur
aus rpmname—-devel-32bit.

Die meisten Open Source-Programme verwenden eine aut oconf-basierte Programm-
konfiguration. Um mit autoconf ein Programm fiir die zweite Architektur zu konfi-
gurieren, iberschreiben Sie die normalen Compiler- und Linker-Einstellungen von
autoconf, indem Sie das Skript conf i gure mit zusitzlichen Umgebungsvariablen
ausfiihren.

Das folgende Beispiel bezieht sich auf ein x86 64-System mit x86 als zweiter Archi-
tektur.

1 Verwenden Sie den 32-Bit-Compiler:

CC="gcc -m32"

2 Weisen Sie den Linker an, 32-Bit-Objekte zu verarbeiten (verwenden Sie stets gcc
als Linker-Frontend):

LD="gcc -m32"

3 Legen Sie den Assembler fiir die Erstellung von 32-Bit-Objekten fest:

AS="gcc -c -m32"

4 Geben Sie die Linker-Flags an, wie zum Beispiel den Standort von 32-Bit-Bibliothe-
ken:

LDFLAGS="-L/usr/lib"
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5 Geben Sie den Standort fiir die 32-Bit-Objektcode-Bibliotheken an:

——libdir=/usr/lib

6 Geben Sie den Standort fiir die 32-Bit-X-Bibliotheken an:

—-x-libraries=/usr/lib

Nicht alle diese Variablen werden fiir jedes Programm benétigt. Passen Sie sie an das
entsprechende Programm an.

CC="gcc -m32"

LDFLAGS="-L/usr/lib;"

./configure —-prefix=/usr —--libdir=/usr/lib —--x-libraries=/usr/lib

make
make install

15.4 Kernel-Spezifikationen

Die 64-Bit-Kernels fiir x86_64 bieten sowohl eine 64-Bit- als auch eine 32-Bit-Kernel-
ABI (bindre Anwendungsschnittstelle). Letztere ist mit der ABI fiir den entsprechenden
32-Bit-Kernel identisch. Das bedeutet, dass die 32-Bit-Anwendung mit dem 64-Bit-
Kernel auf die gleiche Weise kommunizieren kann wie mit dem 32-Bit-Kernel.

Die 32-Bit-Emulation der Systemaufrufe fiir einen 64-Bit-Kernel unterstiitzt nicht alle
APIs, die von Systemprogrammen verwendet werden. Dies hdngt von der Plattform
ab. Aus diesem Grund muss eine kleine Zahl von Anwendungen, wie beispielsweise
1spci, kompiliert werden.

Ein 64-Bit-Kernel kann nur 64-Bit-Kernel-Module laden, die speziell fiir diesen Kernel
kompiliert wurden. 32-Bit-Kernel-Module kdnnen nicht verwendet werden.

TIPP: Kernel-ladbare Module

Fir einige Anwendungen sind separate, Kernel-ladbare Module erforderlich.
Wenn Sie vorhaben, eine solche 32-Bit-Anwendung in einer 64-Bit-Systemum-
gebung zu verwenden, wenden Sie sich an den Anbieter dieser Anwendung
und an Novell, um sicherzustellen, dass die 64-Bit-Version des Kernel-ladbaren
Moduls und die kompilierte 32-Bit-Version der Kernel-API fiir dieses Modul
verfligbar sind.
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Booten und Konfigurieren
eines Linux-Systems

Das Booten eines Linux-Systems umfasst verschiedene Komponenten. Die Hardware
selbst wird vom BIOS initialisiert, das den Kernel mithilfe eines Bootloaders startet.
Jetzt wird der Bootvorgang mit init und den Runlevels vollstdndig vom Betriebssystem
gesteuert. Mithilfe des Runlevel-Konzepts kdnnen Sie Setups fiir die tdgliche Verwen-
dung einrichten und Wartungsaufgaben am System ausfiihren.

16.1 Der Linux-Bootvorgang

Der Linux-Bootvorgang besteht aus mehreren Phasen, von denen jede einer anderen
Komponente entspricht. In der folgenden Liste werden der Bootvorgang und die daran
beteiligten Komponenten kurz zusammengefasst.

1. BIOS Nach dem Einschalten des Computers initialisiert das BIOS den Bildschirm
und die Tastatur und testet den Hauptspeicher. Bis zu dieser Phase greift der Computer
nicht auf Massenspeichergerite zu. AnschlieBend werden Informationen zum aktuellen
Datum, zur aktuellen Uhrzeit und zu den wichtigsten Peripheriegerdten aus den
CMOS-Werten geladen. Wenn die erste Festplatte und deren Geometrie erkannt
wurden, geht die Systemkontrolle vom BIOS an den Bootloader iiber.

2. Bootloader Der erste physische 512 Byte grofle Datensektor der ersten Festplatte
wird in den Arbeitsspeicher geladen und der Bootloader, der sich am Anfang dieses
Sektors befindet, {ibernimmt die Steuerung. Die vom Bootloader ausgegebenen
Befehle bestimmen den verbleibenden Teil des Bootvorgangs. Aus diesem Grund
werden die ersten 512 Byte auf der ersten Festplatte als Master Boot Record (MBR)
bezeichnet. Der Bootloader iibergibt die Steuerung anschlieBend an das eigentliche
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Betriebssystem, in diesem Fall an den Linux-Kernel. Weitere Informationen zu
GRUB, dem Linux-Bootloader, finden Sie unter Kapitel 17, Der Bootloader GRUB
(S.273).

3. Kernel und "initramfs" Um die Systemkontrolle zu {ibergeben, 1ddt das Startlade-
programm sowohl den Kernel als auch ein initiales RAM-basiertes Dateisystem
(initramfs) in den Arbeitsspeicher. Der Inhalt des initramfs kann vom Kernel direkt
verwendet werden. Das initramfs enthilt eine kleine Programmdatei namens "init",
die das Einhdngen des eigentlichen Root-Dateisystems ausfiihrt. Spezielle Hardware-
Treiber fiir den Zugriff auf den Massenspeicher miissen in initramfs vorhanden sein.
Weitere Informationen zu initramfs finden Sie unter Abschnitt 16.1.1, ,,initramfs®
(S. 254).

4. init unter initramfs Dieses Programm fiihrt alle fiir das Einhdngen des entsprechen-
den Root-Dateisystems erforderlichen Aktionen aus, z. B. das Bereitstellen der Kernel-
Funktionalitdt fiir die erforderlichen Dateisystem- und Geritetreiber der Massenspei-
cher-Controller mit udev. Nachdem das Root-Dateisystem gefunden wurde, wird es
auf Fehler gepriift und eingehdngt. Wenn dieser Vorgang erfolgreich ist, wird das
initramfs bereinigt und das init-Programm wird fiir das Root-Dateisystem ausgefiihrt.
Weitere Informationen zum init-Programm finden Sie in Abschnitt 16.1.2, ,,init unter
initramfs“ (S. 256). Weitere Informationen zu udev finden Sie in Kapitel 19, Gerd-
temanagemet iiber dynamischen Kernel mithilfe von udev (S. 311).

5.init Das init-Programm fiihrt den eigentlichen Boot-Vorgang des Systems {iber
mehrere unterschiedliche Ebenen aus und stellt dabei die unterschiedlichen Funktio-
nalititen zur Verfiigung. Eine Beschreibung des init-Programms finden Sie in
Abschnitt 16.2, ,,Der init-Vorgang® (S. 257).

16.1.1 initramfs

initramfs ist ein kleines cpio-Archiv, das der Kernel auf einen RAM-Datentréger laden
kann. Es stellt eine minimale Linux-Umgebung bereit, die das Ausfiihren von Program-
men ermdglicht, bevor das eigentliche Root-Dateisystem eingehangt wird. Diese
minimale Linux-Umgebung wird von BIOS-Routinen in den Arbeitsspeicher geladen
und hat, abgesehen von ausreichend Arbeitsspeicher, keine spezifischen Hardware-
Anforderungen. initramfs muss immer eine Programmdatei namens "init" zur Verfiigung
stellen, die das eigentliche init-Programm fiir das Root-Dateisystem ausfiihrt, damit
der Boot-Vorgang fortgesetzt werden kann.
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Bevor das Root-Dateisystem eingehingt und das Betriebssystem gestartet werden kann,
ist es fiir den Kernel erforderlich, dass die entsprechenden Treiber auf das Gerit
zugreifen, auf dem sich das Root-Dateisystem befindet. Diese Treiber konnen spezielle
Treiber fiir bestimmte Arten von Festplatten oder sogar Netzwerktreiber filir den Zugriff
auf ein Netzwerk-Dateisystem umfassen. Die erforderlichen Module fiir das Root-
Dateisystem konnen mithilfe von init oder initramfs geladen werden. Nachdem die
Module geladen wurden, stellt udev das initramfs mit den erforderlichen Geriten bereit.
Spiter im Boot-Vorgang, nach dem Andern des Root-Dateisystems, miissen die Gerite
regeneriert werden. Dies erfolgt durch boot . udev mit dem Kommando
udevtrigger.

Wenn in einem installierten System Hardwarekomponenten (z. B. Festplatten) ausge-
tauscht werden miissen und diese Hardware zur Boot-Zeit andere Treiber im Kernel
erfordert, miissen Sie das initramfs aktualisieren. Sie gehen hierbei genauso vor, wie
bei der Aktualisierung des Vorgéngers initrd. Rufen Sie mkinitrd auf. Durch das
Aufrufen von mk initrd ohne Argumente wird ein initramfs erstellt. Durch das Auf-
rufen vonmkinitrd —Rwird ein initrd erstellt. In openSUSE® werden die zu
ladenden Module durch die Variable INI TRD_MODULES in /etc/sysconfig/
kernel angegeben. Nach der Installation wird diese Variable automatisch auf den
korrekten Wert eingestellt. Die Module werden genau in der Reihenfolge geladen, in
der sie in INITRD_MODULES angezeigt werden. Dies ist nur wichtig, wenn Sie sich
auf die korrekte Einstellung der Geratedateien /dev/sd? verlassen. In bestehenden
Systemen konnen Sie jedoch auch die Geritedateien unter /dev/disk/ verwenden,
die in mehreren Unterverzeichnissen angeordnet sind ( by-id, by—-path und by
—uuid) und stets dieselbe Festplatte darstellen. Dies ist auch wihrend der Installation
durch Angabe der entsprechenden Einhdngeoption moglich.

WICHTIG: Aktualisieren von initramfs oder initrd

Der Bootloader ladt initramfs oder initrd auf dieselbe Weise wie den Kernel.

Es ist nicht erforderlich, GRUB nach der Aktualisierung von initramfs oder initrd
neu zu installieren, da GRUB beim Booten das Verzeichnis nach der richtigen

Datei durchsucht.

Booten und Konfigurieren eines Linux-Systems

255



256

16.1.2 init unter initramfs

Der Hauptzweck von init unter initramfs ist es, das Einhdngen des eigentlichen Root-
Dateisystems sowie den Zugriff darauf vorzubereiten. Je nach aktueller Systemkonfi-
guration ist init fiir die folgenden Tasks verantwortlich.

Laden der Kernelmodule
Je nach Hardwarekonfiguration sind fiir den Zugriff auf die Hardwarekomponenten
des Computers (vor allem auf die Festplatte) spezielle Treiber erforderlich. Fiir den
Zugriff auf das eigentliche Root-Dateisystem muss der Kernel die entsprechenden
Dateisystemtreiber laden.

Bereitstellen von speziellen Blockdateien

Der Kernel generiert Geréteereignisse fiir alle geladenen Module. udev verarbeitet
diese Ereignisse und generiert die erforderlichen blockspezifischen Dateien auf
einem RAM-Dateisystem im Verzeichnis /dev. Ohne diese speziellen Dateien
wire ein Zugriff auf das Dateisystem und andere Geréte nicht moglich.

Verwalten von RAID- und LVM-Setups
Wenn Ihr System so konfiguriert ist, dass das Root-Dateisystem sich unter RAID
oder LVM befindet, richtet init LVM oder RAID so ein, dass der Zugriff auf das
Root-Dateisystem zu einem spiteren Zeitpunkt erfolgt. Informationen {iber RAID
und LVM finden Sie in Kapitel 2, Fortgeschrittene Festplattenkonfiguration (S. 43).

Verwalten von Netzwerkkonfigurationen
Wenn Ihr System fiir die Verwendung eines Netzwerk-eingehdngten Root-Datei-
systems (liber NFS eingehdngt) konfiguriert ist, muss init sicherstellen, dass die
entsprechenden Netzwerktreiber geladen und fiir den Zugriff auf das Root-Datei-
system eingerichtet werden.

Wenn init im Rahmen des Installationsvorgangs wihrend des anfanglichen Boot-Vor-
gangs aufgerufen wird, unterscheiden sich seine Tasks von den oben beschriebenen:

Suchen des Installationsmediums
Wenn Sie den Installationsvorgang starten, 1adt Thr Computer vom Installationsme-
dium einen Installationskernel und ein spezielles initrd mit dem YaST-Installations-
programm. Das YaST-Installationsprogramm, das in einem RAM-Dateisystem
ausgefiihrt wird, benétigt Daten {iber den Speicherort des Installationsmediums,
um auf dieses zugreifen und das Betriebssystem installieren zu kdnnen.
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Initiieren der Hardware-Erkennung und Laden der entsprechenden Kernelmodule
Wie unter Abschnitt 16.1.1, ,,initramfs“ (S. 254) beschrieben, startet der Boot-
Vorgang mit einem Mindestsatz an Treibern, die fiir die meisten Hardwarekonfigu-
rationen verwendet werden konnen. init startet einen anfanglichen Hardware-Scan-
Vorgang, bei dem die fiir die Hardwarekonfiguration geeigneten Treiber ermittelt
werden. Die fiir den Boot-Vorgang bendtigten Namen der Module werden in
INITRD_MODULES in das Verzeichnis /etc/sysconfig/kernel geschrieben.
Diese Namen werden verwendet, um ein benutzerdefiniertes initramfs zu erstellen,
das zum Booten des Systems benotigt wird. Wenn die Module nicht zum Booten,
sondern fiir coldplug benétigt werden, werden die Module in /etc/sysconfig/
hardware/hwconf ig—* geschrieben. Alle Gerite, die durch Konfigurationsda-
teien in diesem Verzeichnis beschrieben werden, werden beim Boot-Vorgang
initialisiert.

Laden des Installations- oder Rettungssystems
Sobald die Hardware korrekt erkannt wurde, werden die entsprechenden Treiber
geladen und udev erstellt die entsprechenden Gerdtedateien, init startet das Instal-
lationssystem mit dem YaST-Installationsprogramm bzw. das Rettungssystem.

Starten von YaST
init startet schlieBlich YaST, das wiederum die Paketinstallation und die System-
konfiguration startet.

16.2 Der init-Vorgang

Das Programm init ist der Prozess mit der Prozess-ID 1. Es ist fiir die ordnungsgemafie
Initialisierung des Systems verantwortlich. init wird direkt vom Kernel gestartet und
widersteht dem Signal 9, das in der Regel Prozesse beendet. Alle anderen Programme
werden entweder direkt von init oder von einem seiner untergeordneten Prozesse gest-
artet.

init wird zentral in der Datei /etc/inittab konfiguriert, in der auch die Runlevel
definiert werden (siehe Abschnitt 16.2.1, ,,Runlevel” (S. 258)). Diese Datei legt auch
fest, welche Dienste und Ddamons in den einzelnen Runlevels verfiigbar sind. Je nach
den Eintrdgen in /etc/inittab werden von init mehrere Skripten ausgefiihrt.
Standardmafig wird nach dem Booten als erstes Skript /etc/init.d/boot gestartet.
Nach Abschluss der Systeminitialisierung dndert das System den Runlevel mithilfe des
Skripts /etc/init .d/rc aufseinen Standard-Runlevel. Diese Skripten, die der
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Deutlichkeit halber als init-Skripten bezeichnet werden, befinden sich im Verzeichnis
/etc/init.d (siehe Abschnitt 16.2.2, , Init-Skripten“ (S. 261)).

Der gesamte Vorgang des Startens und Herunterfahrens des Systems wird von init
verwaltet. Von diesem Gesichtspunkt aus kann der Kernel als Hintergrundprozess
betrachtet werden, der alle anderen Prozesse verwaltet und die CPU-Zeit sowie den
Hardwarezugriff entsprechend den Anforderungen anderer Programme anpasst.

16.2.1 Runlevel

Unter Linux definieren Runlevel, wie das System gestartet wird und welche Dienste
im laufenden System verfiligbar sind. Nach dem Booten startet das System wiein /etc/
inittabinder Zeile initdefault definiert. Dies ist in der Regel die Einstellung
3 oder 5. Weitere Informationen hierzu finden Sie unter Tabelle 16.1, ,,Verfiigbare
Runlevel® (S. 258). Alternativ kann der Runlevel auch zur Boot-Zeit (beispielsweise
durch Einfiigen der Runlevel-Nummer an der Eingabeaufforderung) angegeben werden.
Alle Parameter, die nicht direkt vom Kernel ausgewertet werden kénnen, werden an
init ibergeben. Zum Booten in Runlevel 3 fiigen Sie der Booteingabeaufforderung
einfach die Ziffer 3 hinzu.

Tabelle 16.1 Verfiighare Runlevel

Runlevel Beschreibung

0 Systemstopp

Sorl Einzelbenutzer-Modus

2 Lokaler Mehrbenutzer-Modus mit entferntem Netzwerk (NFS
usw.)

3 Mehrbenutzer-Vollmodus mit Netzwerk

4 Benutzerdefiniert. Diese Option wird nicht verwendet, es sei

denn, der Administrator konfiguriert diesen Runlevel.

5 Mehrbenutzer-Vollmodus mit Netzwerk und X-Display-Mana-
ger — KDM, GDM oder XDM
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Runlevel Beschreibung

6 Systemneustart

WICHTIG: Runlevel 2 mit einer iiber NFS eingehdngten Partition ist zu
vermeiden

Sie sollten Runlevel 2 nicht verwenden, wenn lhr System eine Partition, wie
/usr, Uber NFS einhdngt. Das System zeigt moglicherweise unerwartetes Ver-
halten, wenn Programmdateien oder Bibliotheken fehlen, da der NFS-Dienst
in Runlevel 2 nicht zur Verfliigung steht (lokaler Mehrbenutzer-Modus ohne
entferntes Netzwerk).

Um die Runlevel wéhrend des laufenden Systembetriebs zu dndern, geben Sie telinit
und die entsprechende Zahl als Argument ein. Dies darf nur von Systemadministratoren
ausgefiihrt werden. In der folgenden Liste sind die wichtigsten Befehle im Runlevel-
Bereich aufgefiihrt.

telinit 1 oder shutdown now
Das System wechselt in den Einzelbenutzer-Modus. Dieser Modus wird fiir die
Systemwartung und administrative Aufgaben verwendet.

telinit 3
Alle wichtigen Programme und Dienste (einschlie3lich Netzwerkprogramme und
-dienste) werden gestartet und reguldre Benutzer konnen sich anmelden und mit
dem System ohne grafische Umgebung arbeiten.

telinit 5
Die grafische Umgebung wird aktiviert. Normalerweise wird ein Display-Manager,
wie XDM, GDM oder KDM, gestartet. Wenn Autologin aktiviert ist, wird der
lokale Benutzer beim vorausgewahlten Fenster-Manager (GNOME, KDE oder
einem anderem Fenster-Manager) angemeldet.

telinit 0 oder shutdown -h now
Das System wird gestoppt.

telinit 6 oder shutdown -r now
Das System wird gestoppt und anschlie3end neu gestartet.
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Runlevel 5 ist Standard bei allen openSUSE-Standardinstallationen. Die Benutzer
werden aufgefordert, sich mit einer grafischen Oberfliche anzumelden, oder der Stan-
dardbenutzer wird automatisch angemeldet.

WARNUNG: Fehler in /etc/inittab konnen zu einem fehlerhaften
Systemstart fiihren

Wenn /etc/inittab beschadigt ist, kann das System maoglicherweise nicht
ordnungsgemadR gebootet werden. Daher miissen Sie bei der Bearbeitung von
/etc/inittab extrem vorsichtig sein. Lassen Sie init stets /etc/inittab
mit dem Befehl telinit g neu lesen, bevor Sie den Rechner neu starten.

Beim Andern der Runlevel geschehen in der Regel zwei Dinge. Zunichst werden Stopp-
Skripten des aktuellen Runlevel gestartet, die einige der fiir den aktuellen Runlevel
wichtigen Programme schlieen. Anschliefend werden die Start-Skripten des neuen
Runlevel gestartet. Dabei werden in den meisten Fillen mehrere Programme gestartet.
Beim Wechsel von Runlevel 3 zu 5 wird beispielsweise Folgendes ausgefiihrt:

1. Der Administrator (root) fordert init durch die Eingabe des Befehls telinit 5
auf, zu einem anderen Runlevel zu wechseln.

2. init priift den aktuellen Runlevel (Runlevel) und stellt fest, dass /etc/init.d/
rc mit dem neuen Runlevel als Parameter gestartet werden soll.

3. Jetzt ruft rc die Stopp-Skripten des aktuellen Runlevel auf, fiir die es im neuen
Runlevel keine Start-Skripten gibt. In diesem Beispiel sind dies alle Skripten, die
sichin /etc/init.d/rc3.d (alter Runlevel war 3) befinden und mit einem K
beginnen. Die Zahl nach K gibt die Reihenfolge an, in der die Skripten mit dem
Parameter st op ausgefiihrt werden sollen, da einige Abhidngigkeiten beriicksichtigt
werden miissen.

4. Die Start-Skripten des neuen Runlevel werden zuletzt gestartet. In diesem Beispiel
befinden sie sich im Verzeichnis /etc/init.d/rc5.d und beginnen mit einem
S. Auch hier legt die nach dem S angegebene Zahl die Reihenfolge fest, in der die
Skripten gestartet werden sollen.

Bei dem Wechsel in denselben Runlevel wie der aktuelle Runlevel priift init nur /et c/
inittab auf Anderungen und startet die entsprechenden Schritte, z. B. fiir das Starten
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von getty auf einer anderen Schnittstelle. Dieselbe Funktion kann durch den Befehl
telinit g erreicht werden.

16.2.2 Init-Skripten

Im Verzeichnis /etc/init.d gibt es zwei Skripttypen:

Skripten, die direkt von init ausgefiihrt werden
Dies ist nur wahrend des Boot-Vorgangs der Fall oder wenn das sofortige Herun-
terfahren des Systems initiiert wird (Stromausfall oder Driicken der Tastenkombi-

nation Strg + Alt + Entf). Die Ausfiihrung dieser Skripten istin /etc/inittab
definiert.

Skripten, die indirekt von init ausgefiihrt werden
Diese werden beim Wechsel des Runlevels ausgefiihrt und rufen immer das Master-
Skript /etc/init.d/rc auf, das die richtige Reihenfolge der relevanten
Skripten gewahrleistet.

Samtliche Skripten befinden sich im Verzeichnis /et c/init . d. Skripten, die wihrend
des Bootens ausgefiihrt werden, werden iiber symbolische Links aus /etc/init.d/
boot .d aufgerufen. Skripten zum Andern des Runlevels werden jedoch iiber symbo-
lische Links aus einem der Unterverzeichnisse (/etc/init.d/rc0.d bis /etc/
init.d/rcé6.d) aufgerufen. Dies dient lediglich der Ubersichtlichkeit und der Ver-
meidung doppelter Skripten, wenn diese in unterschiedlichen Runlevels verwendet
werden. Da jedes Skript sowohl als Start- als auch als Stopp-Skript ausgefiihrt werden
kann, miissen sie die Parameter start und stop erkennen. Die Skripten erkennen
auBlerdem die Optionen restart, reload, force-reload und status. Diese
verschiedenen Optionen werden in Tabelle 16.2, ,Mdgliche init-Skript-Optionen®

(S. 261) erlautert. Die von init direkt ausgefiihrten Skripten verfiigen nicht {iber diese
Links. Sie werden unabhingig vom Runlevel bei Bedarf ausgefiihrt.

Tabelle 16.2 Mogliche init-Skript-Optionen

Option Beschreibung
start Startet den Dienst.
stop Stoppt den Dienst.
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Option Beschreibung

restart Wenn der Dienst lduft, wird er gestoppt und anschlieend
neu gestartet. Wenn der Dienst nicht 14uft, wird er gestar-
tet.

reload Die Konfiguration wird ohne Stoppen und Neustarten des

Dienstes neu geladen.
force-reload Die Konfiguration wird neu geladen, sofern der Dienst
dies unterstiitzt. Anderenfalls erfolgt dieselbe Aktion wie

bei dem Befehl restart.

status Zeigt den aktuellen Status des Dienstes an.

Mithilfe von Links in den einzelnen Runlevel-spezifischen Unterverzeichnissen konnen
Skripten mit unterschiedlichen Runleveln verkniipft werden. Bei der Installation oder
Deinstallation von Paketen werden diese Links mithilfe des Programms "insserv" hin-
zugefiigt oder entfernt (oder mithilfe von /usr/1ib/1sb/install_initd, ein
Skript, das dieses Programm aufruft). Weitere Informationen hierzu finden Sie auf der
man-Seite "insserv(8)".

All diese Einstellungen kénnen auch mithilfe des YaST-Moduls gedndert werden. Wenn
Sie den Status iiber die Kommandozeile priifen, verwenden Sie das Werkzeug
chkconfig, das auf der man-Seite "chkconfig(8)" beschrieben ist.

Im Folgenden finden Sie eine kurze Einfithrung in die zuerst bzw. zuletzt gestarteten
Boot- und Stopp-Skripten sowie eine Erlduterung des Steuerskripten.

boot
Werden ausgefiihrt, wenn das System direkt mit init gestartet wird. Es wird unab-
hingig vom gewdhlten Runlevel und nur einmalig ausgefiihrt. Dabei werden die
Dateisysteme /proc und /dev/pts eingehdngt und blogd (Boot Logging Dae-
mon) wird aktiviert. Wenn das System nach einer Aktualisierung oder einer
Installation das erste Mal gebootet wird, wird die anfangliche Systemkonfiguration
gestartet.

Der blogd-Damon ist ein Dienst, der von boot und rc vor allen anderen Diensten
gestartet wird. Er wird beendet, sobald die von diesen Skripten (die eine Reihe von
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Unterskripten ausfiihren, beispielsweise um spezielle Blockdateien verfiigbar zu
machen) ausgeldsten Aktionen abgeschlossen sind. blogd schreibt alle Bildschirm-
ausgaben in die Protokolldatei /var/log/boot .msg, jedoch nur wenn /var
mit Schreib-/Lesezugriff eingehédngt ist. Anderenfalls puffert blogd alle Bildschirm-
daten, bis /var zur Verfiigung steht. Weitere Informationen zu blogd erhalten Sie
auf der man-Seite "blogd(8)".

Das Skript boot ist zudem fiir das Starten aller Skriptenin /etc/init.d/boot
.d verantwortlich, deren Name mit S beginnt. Dort werden die Dateisysteme
iiberpriift und bei Bedarf Loop-Devices konfiguriert. Auflerdem wird die Systemzeit
festgelegt. Wenn bei der automatischen Priifung und Reparatur des Dateisystems
ein Fehler auftritt, kann der Systemadministrator nach Eingabe des Root-Passworts
eingreifen. Das zuletzt ausgefiihrte Skript ist boot . local.

boot.local
Hier konnen Sie zusitzliche Befehle eingeben, die beim Booten ausgefiihrt werden
sollen, bevor Sie zu einem Runlevel wechseln. Dieses Skript ist mit der AUTOEXEC
.BAT in DOS-Systemen vergleichbar.

halt
Dieses Skript wird nur beim Wechsel zu Runlevel 0 oder 6 ausgefiihrt. Es wird
entweder als halt oder als reboot ausgefiihrt. Ob das System heruntergefahren
oder neu gebootet wird, hingt davon ab, wie halt aufgerufen wird. Falls beim
Herunterfahren Sonderkommandos benétigt werden, fiigen Sie diese dem Skript
halt.local hinzu.

rc
Dieses Skript ruft die entsprechenden Stopp-Skripten des aktuellen Runlevels und
die Start-Skripten des neu gewihlten Runlevels auf. Wie das Skript /etc/init
.d/boot wird auch dieses Skript iiber /etc/inittab mit dem gewliinschten
Runlevel als Parameter aufgerufen.

Sie konnen Ihre eigenen Skripten erstellen und diese problemlos in das oben beschrie-
bene Schema integrieren. Anweisungen zum Formatieren, Benennen und Organisieren
benutzerdefinierter Skripten finden Sie in den Spezifikationen von LSB und auf den
man-Seitenvon init, init.d, chkconfigund insserv. Weitere Informationen
finden Sie zudem auf den man-Seiten zu startprocund killproc.
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WARNUNG: Fehlerhafte init-Skripten konnen das System stoppen

Bei fehlerhaften init-Skripten kann es dazu kommen, dass der Computer hangt.
Diese Skripten sollten mit groRer Vorsicht bearbeitet werden und, wenn méglich,
griindlich in der Mehrbenutzer-Umgebung getestet werden. Hilfreiche Informa-
tionen zu init-Skripten finden Sie in Abschnitt 16.2.1, ,Runlevel® (5. 258).

Sie erstellen ein benutzerdefiniertes init-Skript fiir ein bestimmtes Programm oder einen
Dienst, indem Sie die Datei /etc/init.d/skeleton als Schablone verwenden.
Speichern Sie eine Kopie dieser Datei unter dem neuen Namen und bearbeiten Sie die
relevanten Programm- und Dateinamen, Pfade und ggf. weitere Details. Sie kdnnen
das Skript auch mit eigenen Ergdnzungen erweitern, sodass die richtigen Aktionen vom
init-Prozess ausgelost werden.

Der Block INIT INFO obenistein erforderlicher Teil des Skripts und muss bearbeitet
werden. Weitere Informationen hierzu finden Sie unter Beispiel 16.1, ,,Ein minimaler
INIT INFO-Block® (S. 264).

Beispiel 16.1 Ein minimaler INIT INFO-Block

### BEGIN INIT INFO

# Provides: FOO

# Required-Start: $syslog S$Sremote_fs

# Required-Stop: $syslog $remote_fs

# Default-Start: 35

# Default-Stop: 0126

# Description: Start FOO to allow XY and provide YZ
### END INIT INFO

Geben Sie in der ersten Zeile des INFO-Blocks nach Provides: den Namen des
Programms oder des Dienstes an, das bzw. der mit diesem Skript gesteuert werden soll.
Geben Sie in den Zeilen Required-Start: und Required—-Stop: alle Dienste
an, die gestartet oder gestoppt werden miissen, bevor der Dienst selbst gestartet oder
gestoppt wird. Diese Informationen werden spéter zum Generieren der Nummerierung
der Skriptnamen verwendet, die in den Runlevel-Verzeichnissen enthalten sind. Geben
Sie nach Default-Start: und Default-Stop: die Runlevel an, in denen der
Dienst automatisch gestartet oder gestoppt werden soll. Geben Sie fiir Description:
schlieBlich eine kurze Beschreibung des betreffenden Dienstes ein.

Um in den Runlevel-Verzeichnissen (/etc/init.d/rc?.d/) die Links auf die
entsprechenden Skripten in /etc/init .d/ zu erstellen, geben Sie den Befehl
insserv neuer skriptname ein. Das Programm "insserv" wertet den INIT
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INFO-Header aus, um die erforderlichen Links fiir die Start- und Stopp-Skripten in
den Runlevel-Verzeichnissen (/etc/init.d/rc?.d/)zuerstellen. Das Programm
sorgt zudem fiir die richtige Start- und Stopp-Reihenfolge fiir die einzelnen Runlevel,
indem es die erforderlichen Nummern in die Namen dieser Links aufnimmt. Wenn Sie
ein grafisches Werkzeug bevorzugen, um solche Links zu erstellen, verwenden Sie den
von YaST zur Verfiigung gestellten Runlevel-Editor wie in Abschnitt 16.2.3, , Konfi-
gurieren von Systemdiensten (Runlevel) mit YaST* (S. 265) beschrieben.

Wenn einin /etc/init.d/ bereits vorhandenes Skript in das vorhandene Runlevel-
Schema integriert werden soll, erstellen Sie die Links in den Runlevel-Verzeichnissen
direkt mit insserv oder indem Sie den entsprechenden Dienst im Runlevel-Editor von
YaST aktivieren. Ihre Anderungen werden beim nichsten Neustart wirksam und der
neue Dienst wird automatisch gestartet.

Diese Links diirfen nicht manuell festgelegt werden. Wenn der INFO-Block Fehler
enthilt, treten Probleme auf, wenn insserv zu einem spéteren Zeitpunkt fiir einen
anderen Dienst ausgefiihrt wird. Der manuell hinzugefiigte Dienst wird bei der nichsten
Ausfithrung von insserv fiir dieses Skript entfernt.

16.2.3 Konfigurieren von Systemdiensten
(Runlevel) mit YaST

Nach dem Start dieses YaST-Moduls mit YaST > System > Systemdienste (Runlevel)
werden ein Uberblick iiber alle verfiigbaren Dienste sowie der aktuelle Status der ein-
zelnen Dienste (deaktiviert oder aktiviert) angezeigt. Legen Sie fest, ob das Modul im
einfachen Modus oder im Expertenmodus ausgefiihrt werden soll. Der vorgegebene
einfache Modus sollte fiir die meisten Zwecke ausreichend sein. In der linken Spalte
wird der Name des Dienstes, in der mittleren Spalte sein aktueller Status und in der
rechten Spalte eine kurze Beschreibung angezeigt. Der untere Teil des Fensters enthdlt
eine ausfiihrlichere Beschreibung des ausgewidhlten Dienstes. Um einen Dienst zu
aktivieren, wihlen Sie ihn in der Tabelle aus und klicken Sie anschlie3end auf Aktivieren.
Fiihren Sie die gleichen Schritte aus, um einen Dienst zu deaktivieren.

Die detaillierte Steuerung der Runlevel, in denen ein Dienst gestartet oder gestoppt

bzw. die Anderung des vorgegebenen Runlevel erfolgt im Expertenmodus. Der aktuell
vorgegebene Runlevel oder "initdefault" (der Runlevel, in den das System standardmaBig
bootet) wird oben angezeigt. Das standardméfige Runlevel eines openSUSE-Systems
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ist in der Regel Runlevel 5 (Mehrbenutzer-Vollmodus mit Netzwerk und X). Eine
geeignete Alternative kann Runlevel 3 sein (Mehrbenutzer-Vollmodus mit Netzwerk).

In diesem YaST-Dialogfeld konnen Sie ein Runlevel (wie unter Tabelle 16.1, ,,Verfiig-
bare Runlevel“ (S. 258) aufgefiihrt) als neuen Standard wéhlen. Zudem koénnen Sie
mithilfe der Tabelle in diesem Fenster einzelne Dienste und Ddmonen aktivieren oder
deaktivieren. In dieser Tabelle sind die verfiigharen Dienste und Ddmonen aufgelistet
und es wird angezeigt, ob sie aktuell auf dem System aktiviert sind und wenn ja, fiir
welche Runlevel. Nachdem Sie mit der Maus eine der Zeilen ausgewdahlt haben, klicken
Sie auf die Kontrollkéstchen, die die Runlevel (B, 0, 1, 2, 3, 5, 6 und S) darstellen, um
die Runlevel festzulegen, in denen der ausgewdhlte Dienst oder Daemon ausgefiihrt
werden sollte. Runlevel 4 ist nicht definiert, um das Erstellen eines benutzerdefinierten
Runlevel zu ermdglichen. Unterhalb der Tabelle wird eine kurze Beschreibung des
aktuell ausgewdhlten Dienstes oder Daemons angezeigt.

WARNUNG: Fehlerhafte Runlevel-Einstellungen kénnen das System
beschadigen

Fehlerhafte Runlevel-Einstellungen kdnnen ein System unbrauchbar machen.
Stellen Sie vor dem Anwenden der Anderungen sicher, dass Sie deren Auswir-
kungen kennen.
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Abbildung 16.1 Systemdienste (Runlevel)

Systemdienste (Runlevel): Dienste
Geben Sie hier die zu startenden Systemdienste an. Weitere

al

© Einfacher Madus Expertenmodus

Dienst Aktiviert Beschreibung

SuSEfirewall2_init SuSEfirewall2 phase 1

SuSEfirewall2_setup Ja SuSEfirewall2 phase 2

aaeventd Mein* AppArmor Notification and Reporting

acpid Ja Listen and dispatch ACP! events from the kernel

alsasound Ja Set up ALSA sound system

apache2 Mein Apache 2.2 HTTP Server

atd Mein Start AT batch job dasmon

auditd Ja auditd daemon providing core auditing senvices

autofs Mein automatic mounting of filesystems

autoyast Mein* A start script to execute autoyast scripts

avahi-daemon Ja ZeroConf daemon

avahi-dnsconfd Mein ZeroConf daemon

bluez-coldplug Ja handles udev coldplug of bluetooth dongles

cifs Ja* Import remote SMB/ CIFS (MS Windows) file systems

cron Ja Cron job senice ~
e ’

SuSEfirewall2_init fihrt einige gundlegenden Einstellungen durch und ist Phase 1 ven 2 der SuSEfirewall-Initialisierung

Altivieren | Deaktivieren

Hilfe Abbrechen oK

Legen Sie mit den Optionen Start, Anhalten oder Aktualisieren fest, ob ein Dienst
aktiviert werden soll. Status aktualisieren priift den aktuellen Status. Mit Ubernehmen
oder Zuriicksetzen kénnen Sie wihlen, ob die Anderungen fiir das System angewendet
werden sollen, oder ob die urspriinglichen Einstellungen wiederhergestellt werden
sollen, die vor dem Starten des Runlevel-Editors wirksam waren. Mit OK speichern
Sie die gednderten Einstellungen.

16.3 Systemkonfiguration liber
/etc/sysconfig

Die Hauptkonfiguration von openSUSE wird iiber die Konfigurationsdateien in /etc/
sysconf ig gesteuert. Die einzelnen Dateienin /et c/sysconfig werden nur von
den Skripten gelesen, fiir die sie relevant sind. Dadurch wird gewéhrleistet, dass Netz-
werkeinstellungen beispielsweise nur von netzwerkbezogenen Skripten analysiert
werden.
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Sie haben zwei Moglichkeiten, die Systemkonfiguration zu bearbeiten. Entweder ver-
wenden Sie den YaST-Editor "sysconfig" oder Sie bearbeiten die Konfigurationsdateien
manuell.

16.3.1 Andern der Systemkonfiguration
mithilfe des YaST-Editors "sysconfig"

Der YaST-Editor "sysconfig" bietet ein benutzerfreundliches Frontend fiir die System-
konfiguration. Ohne den eigentlichen Speicherort der zu &ndernden Konfigurationsva-
riablen zu kennen, kdnnen Sie mithilfe der integrierten Suchfunktion dieses Moduls
den Wert der Konfigurationsvariable wie erforderlich dndern. YaST wendet diese
Anderungen an, aktualisiert die Konfigurationen, die von den Werten in sysconfig
abhingig sind, und startet die Dienste neu.

WARNUNG: Das Andern von /etc/sysconfig/*-Dateien kann die
Installation beschddigen

Sie sollten die Dateien /etc/sysconfig-Dateien nur bearbeiten, wenn Sie
liber ausreichende Sachkenntnisse verfiigen. Das unsachgemdRe Bearbeiten
dieser Dateien kann zu schwerwiegenden Fehlern des Systems flihren. Die
Dateien in /etc/sysconfig enthalten einen kurzen Kommentar zu den
einzelnen Variablen, der erklart, welche Auswirkungen diese tatsachlich haben.
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Abbildung 16.2 Systemkonfiguration mithilfe des sysconfig-Editors

- letc/sysconfig-Editor

" Nachdem Sie lhre Anderungen gespeichert haben, andert dieser Editor die Variablen in der entsprechenden sysconfig-Datei. Weiters

b Anwendungen Altuelle Auswahl:

b Desktop

b Hardware

b Netzwerk

b Sonstiges

b System Editor fur Systemkonfiguration

Mit dem Editor zur Systemk konnen Sie einige Sy vornehmen. Sie konnen ebenso YaST zur
Konfiguratien der Hardwars- und Systsmeinstellungen verwendsn

Hinweis: Beschreibungen werden nicht dbersetzt, da sie direkt aus den Konfigurationsdateien gelesen werden

Hilfe Abbrechen Suche 0K

Das YaST-Dialogfeld "sysconfig" besteht aus drei Teilen. Auf der linken Seite des
Dialogfelds wird eine Baumstruktur aller konfigurierbaren Variablen angezeigt. Wenn
Sie eine Variable auswihlen, werden auf der rechten Seite sowohl die aktuelle Auswahl
als auch die aktuelle Einstellung dieser Variable angezeigt. Unten werden in einem
dritten Fenster eine kurze Beschreibung des Zwecks der Variable, mogliche Werte, der
Standardwert und die Konfigurationsdatei angezeigt, aus der diese Variable stammt.
In diesem Dialogfeld werden zudem Informationen dazu zur Verfiigung gestellt, welche
Konfigurationsskripten nach dem Andern der Variable ausgefiihrt und welche neuen
Dienste als Folge dieser Anderung gestartet werden. YaST fordert Sie auf, die Ande-
rungen zu bestéitigen und zeigt an, welche Skripten ausgefiihrt werden, wenn Sie Ver-
lassen widhlen. Aulerdem konnen Sie die Dienste und Skripten auswihlen, die jetzt
iibersprungen und zu einem spdteren Zeitpunkt gestartet werden sollen. YaST wendet
alle Anderungen automatisch an und startet alle von den Anderungen betroffenen
Dienste neu, damit die Anderungen wirksam werden.
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16.3.2 Manuelles Andern der

Systemkonfiguration

Gehen Sie wie folgt vor, um die Systemkonfiguration manuell zu dndern:

1

Melden Sie sich als root an.

2 Wechseln Sie mit telinit 1 in den Einzelbenutzer-Modus (Runlevel 1).

3 Nehmen Sie die erforderlichen Anderungen an den Konfigurationsdateien in einem

Editor Ihrer Wahl vor.

Wenn Sie die Konfigurationsdateien in /et c/sysconf ig nicht mit YaST &dndern,
miissen Sie sicherstellen, dass leere Variablenwerte durch zwei Anfiihrungszeichen
(KEYTABLE="") gekennzeichnet sind, und Werte, die Leerzeichen enthalten, in
Anfiihrungszeichen gesetzt werden. Werte, die nur aus einem Wort bestehen, miissen
nicht in Anfiihrungszeichen gesetzt werden.

4 Fiihren Sie SuSEconfig aus, um sicherzustellen, dass die Anderungen wirksam

werden.

5 Mit einem Kommando wie telinit default_runlevel stellen Sie den vor-

herigen Runlevel des Systems wieder her. Ersetzen Sie default_runlevel
durch den vorgegebenen Runlevel des Systems. Wihlen Sie 5, wenn Sie in den
Mehrbenutzer-Vollmodus mit Netzwerk und X zuriickkehren mdchten, oder wihlen
Sie 3, wenn Sie lieber im Mehrbenutzer-Vollmodus mit Netzwerk arbeiten mochten.

Dieses Verfahren ist hauptsichlich beim Andern von systemweiten Einstellungen, z.
B. der Netzwerkkonfiguration, relevant. Fiir kleinere Anderungen ist der Wechsel in
den Einzelbenutzer-Modus nicht erforderlich. In diesem Modus koénnen Sie jedoch
sicherstellen, dass alle von den Anderungen betroffenen Programme ordnungsgemf
neu gestartet werden.

TIPP: Konfigurieren der automatisierten Systemkonfiguration

Um die automatisierte Systemkonfiguration von SuSEconfig zu deaktivieren,
setzen Sie die Variable ENABLE_SUSECONFIG in /etc/sysconfig/
suseconfig auf no. Wenn Sie den SUSE-Support fiir die Installation nutzen
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mochten, darf SuSEconfig nicht deaktiviert werden. Es ist auch moglich, die
automatisierte Konfiguration teilweise zu deaktivieren.
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Der Bootloader GRUB

In diesem Kapitel wird die Konfiguration von GRUB, dem in openSUSE® verwendeten
Bootloader, beschrieben. Zum Konfigurieren der Einstellungen steht ein spezielles
YaST-Modul zur Verfiigung. Wenn Sie mit dem Bootvorgang unter Linux nicht vertraut
sind, lesen Sie die folgenden Abschnitte, um einige Hintergrundinformationen zu
erhalten. In diesem Kapitel werden zudem einige der Probleme, die beim Booten mit
GRUB auftreten konnen, sowie deren Losungen beschrieben.

Dieses Kapitel konzentriert sich auf das Bootmanagement und die Konfiguration des
Bootloaders GRUB. Eine Ubersicht iiber den Bootvorgang finden Sie in Kapitel 16,
Booten und Konfigurieren eines Linux-Systems (S. 253). Ein Bootloader stellt die
Schnittstelle zwischen dem Computer (BIOS) und dem Betriebssystem (openSUSE)
dar. Die Konfiguration des Bootloaders wirkt sich direkt auf das Starten des Betriebs-
systems aus.

In diesem Kapitel werden folgende Begriffe regelmdfig verwendet und daher ausfiihr-
licher beschrieben:

Master Boot Record
Die Struktur des MBR ist durch eine vom Betriebssystem unabhéngige Konvention
definiert. Die ersten 446 Byte sind fiir Programmcode reserviert. Sie enthalten
typischerweise einen Teil eines Bootloader-Programms oder eine Betriebssystem-
auswahl. Die ndchsten 64 Byte bieten Platz fiir eine Partitionstabelle mit bis zu vier
Eintrdgen. Die Partitionstabelle enthilt Informationen zur Partitionierung der
Festplatte und zu Dateisystemtypen. Das Betriebssystem bendtigt diese Tabelle fiir
die Verwaltung der Festplatte. Beim konventionellen generischen Code im MBR
muss genau eine Partition als aktiv markiert sein. Die letzten beiden Byte miissen
eine statische "magische Zahl" (AA55) enthalten. Ein MBR, der dort einen anderen
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Wert enthilt, wird von einigen BIOS als ungiiltig und daher nicht zum Booten
geeignet angesehen.

Bootsektoren
Bootsektoren sind die jeweils ersten Sektoren der Festplattenpartitionen, au3er bei
der erweiterten Partition, die nur ein "Container" fiir andere Partitionen ist. Diese
Bootsektoren reservieren 512 Byte Speicherplatz fiir Code, der ein auf dieser Par-
tition befindliches Betriebssystem starten kann. Dies gilt fiir Bootsektoren forma-
tierter DOS-, Windows- oder OS/2-Partitionen, die zusétzlich noch wichtige
Basisdaten des Dateisystems enthalten. Im Gegensatz dazu sind Bootsektoren von
Linux-Partitionen nach der Einrichtung eines anderen Dateisystems als XFS
zunichst leer. Eine Linux-Partition ist daher nicht durch sich selbst bootfdhig, auch
wenn sie einen Kernel und ein giiltiges root-Dateisystem enthilt. Ein Bootsektor
mit giiltigem Code fiir den Systemstart trigt in den letzten 2 Byte dieselbe "magi-
sche" Zahl wie der MBR (AA55).

17.1 Booten mit GRUB

GRUB (Grand Unified Bootloader) besteht aus zwei Stufen. Stufe 1 (stagel) besteht
aus 512 Byte und erfiillt lediglich die Aufgabe, die zweite Stufe des Bootloaders zu
laden. Anschlieend wird Stufe 2 (stage2) geladen. Diese Stufe enthilt den Hauptteil
des Bootloaders.

In einigen Konfigurationen gibt es eine zusdtzliche Zwischenstufe 1.5, die Stufe 2 von
einem geeigneten Dateisystem lokalisiert und 1ddt. Wenn diese Methode zur Verfiigung
steht, wird sie bei der Installation oder bei der anfdnglichen Einrichtung von GRUB
mit YaST standardméfig gewadhlt.

stage? kann auf zahlreiche Dateisysteme zugreifen. Derzeit werden Ext2, Ext3, ReiserFS,
Minix und das von Windows verwendete DOS FAT-Dateisystem unterstiitzt. Bis zu
einem gewissen Grad werden auch die von BSD-Systemen verwendeten , XFS, UFS
und FFS unterstiitzt. Seit Version 0.95 kann GRUB auch von einer CD oder DVD
booten, die das ISO 9660-Standarddateisystem nach der "El Torito"-Spezifikation enthilt.
GRUB kann noch vor dem Booten auf Dateisysteme unterstiitzter BIOS-Datentragerl-
aufwerke (vom BIOS erkannte Disketten-, Festplatten-, CD- oder DVD-Laufwerke)
zugreifen. Daher ist keine Neuinstallation des Bootmanagers nétig, wenn die Konfigu-
rationsdatei von GRUB (menu. 1st) gedndert wird. Beim Booten des Systems liest
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GRUB die Meniidatei sowie die aktuellen Pfade und Partitionsdaten zum Kernel oder
zur Initial RAM-Disk (initrd) neu ein und findet diese Dateien selbststindig.

Die eigentliche Konfiguration von GRUB basiert auf den im Folgenden beschriebenen
vier Dateien:

/boot/grub/menu. lst
Diese Datei enthilt alle Informationen zu Partitionen oder Betriebssystemen, die
mit GRUB gebootet werden kénnen. Wenn diese Angaben nicht zur Verfiigung
stehen, muss der Benutzer in der GRUB-Kommandozeile das weitere Vorgehen
angeben. Weitere Informationen finden Sie unter ,,Andern von Menii-Eintrigen
wihrend des Bootvorgangs® (S. 280).

/boot/grub/device.map
Diese Datei tibersetzt Gerdtenamen aus der GRUB- und BIOS-Notation in Linux-
Geritenamen.

/etc/grub.conf
Diese Datei enthélt die Kommandos, Parameter und Optionen, die die GRUB-Shell
fiir das ordnungsgemale Installieren des Bootloaders benétigt.

/etc/sysconfig/bootloader
Diese Datei wird von der Perl Bootloader-Bibliothek gelesen, die bei der Konfigu-
ration des Bootloaders mit YaST und bei jeder Installation eines neuen Kernels
verwendet wird. Sie enthilt Konfigurationsoptionen (wie Kernel-Parameter), die
standardméafig zur Bootloader-Konfigurationsdatei hinzugefiigt werden.

GRUB kann auf mehrere Weisen gesteuert werden. Booteintrdge aus einer vorhandenen
Konfiguration kénnen im grafischen Menii (Er6ffnungsbildschirm) ausgewdhlt werden.
Die Konfiguration wird aus der Datei menu. 1st geladen.

In GRUB kénnen alle Bootparameter vor dem Booten gedndert werden. Auf diese
Weise konnen beispielsweise Fehler behoben werden, die beim Bearbeiten der Meniidatei
aufgetreten sind. Auflerdem kdnnen iiber eine Art Eingabeaufforderung Bootkommandos
interaktiv eingegeben werden. Weitere Informationen finden Sie in ,,Andern von Menii-
Eintrdgen wéhrend des Bootvorgangs® (S. 280). &GRUB bietet die Mdglichkeit, noch
vor dem Booten die Position des Kernels und die Position von initrd zu ermitteln.
Auf diese Weise konnen Sie auch ein installiertes Betriebssystem booten, fiir das in der
Konfiguration des Bootloaders noch kein Eintrag vorhanden ist.
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GRUB ist in zwei Versionen vorhanden: als Bootloader und als normales Linux-Pro-
gramm in /usr/sbin/grub. Letzters wird als GRUB-Shell bezeichnet. Es stellt auf
dem installierten System eine Emulation von GRUB bereit, die zum Installieren von
GRUB oder zum Testen neuer Einstellungen verwendet werden kann. Die Funktionalitit,
GRUB als Bootloader auf einer Festplatte oder Diskette zu installieren, ist in Form des
Kommandos setup in GRUB integriert. Diese Befehle sind in der GRUB-Shell ver-
fiigbar, wenn Linux geladen ist.

17.1.1 Die Datei /boot/grub/menu.lst

Der grafische Eréffnungsbildschirm mit dem Bootmenii basiert auf der GRUB-Konfi-
gurationsdatei /boot /grub/menu. 1st, die alle Informationen zu allen Partitionen
oder Betriebssystemen enthilt, die {iber das Menii gebootet werden kénnen.

Bei jedem Systemstart liest GRUB die Meniidatei vom Dateisystem neu ein. Es besteht
also kein Bedarf, GRUB nach jeder Anderung an der Datei neu zu installieren. Mit dem
YaST-Bootloader kdnnen Sie die GRUB-Konfiguration wie in Abschnitt 17.2, ,,Konfi-
gurieren des Bootloaders mit YaST* (S. 285) beschrieben &dndern.

Die Meniidatei enthilt Befehle. Die Syntax ist sehr einfach. Jede Zeile enthilt einen
Befehl, gefolgt von optionalen Parametern, die wie bei der Shell durch Leerzeichen
getrennt werden. Einige Befehle erlauben aus historischen Griinden ein Gleichheitszei-
chen (=) vor dem ersten Parameter. Kommentare werden durch ein Rautezeichen (#)
eingeleitet.

Zur Erkennung der Meniieintrige in der Menii-Ubersicht, miissen Sie fiir jeden Eintrag
einen Namen oder einen t i t 1e vergeben. Der nach dem Schliisselwort t i t 1e stehende
Text wird inklusive Leerzeichen im Menii als auswihlbare Option angezeigt. Alle

Befehle bis zum néchsten t i t 1e werden nach Auswahl dieses Meniieintrags ausgefiihrt.

Der einfachste Fall ist die Umleitung zu Bootloadern anderer Betriebssysteme. Der
Befehl lautet chainloader und das Argument ist normalerweise der Bootblock einer
anderen Partition in der Blocknotation von GRUB. Beispiel:

chainloader (hd0,3)+1
Die Gerdtenamen in GRUB werden in ,,Namenskonventionen fiir Festplatten und Par-

titionen* (S. 277) beschrieben. Dieses Beispiel spezifiziert den ersten Block der vierten
Partition auf der ersten Festplatte.
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Mit dem Befehl kernel wird ein Kernel-Image angegeben. Das erste Argument ist
der Pfad zum Kernel-Image auf einer Partition. Die restlichen Argumente werden dem
Kernel in seiner Kommandozeile {ibergeben.

Wenn der Kernel nicht {iber die erforderlichen Treiber fiir den Zugriff auf die root-
Partition verfligt oder ein aktuelles Linux-System mit erweiterten Hotplug-Funktionen
verwendet wird, muss initrd mit einem separaten GRUB-Befehl angegeben werden,
dessen einziges Argument der Pfad zur Datei initrd ist. Da die Ladeadresse von
initrd in das geladene Kernel-Image geschrieben wird, muss der Befehl initrd
auf den Befehl kernel folgen.

Der Befehl root vereinfacht die Angabe der Kernel- und initrd-Dateien. Das einzige
Argument von root ist ein Gerdt oder eine Partition. Allen Kernel-, initrd- oder
anderen Dateipfaden, fiir die nicht explizit ein Gerdt angegeben ist, wird bis zum
nichsten root-Befehl das Gerit vorangestellt.

Am Ende jeden Meniieintrags steht implizit der boot-Befehl, sodass dieser nicht in
die Meniidatei geschrieben werden muss. Wenn Sie GRUB jedoch interaktiv zum
Booten verwenden, miissen Sie den boot-Befehl am Ende eingeben. Der Befehl selbst
hat keine Argumente. Er fiihrt lediglich das geladene Kernel-Image oder den angegebe-
nen Chainloader aus.

Wenn Sie alle Meniieintrage geschrieben haben, miissen Sie einen Eintrag als default
festlegen. Anderenfalls wird der erste Eintrag (Eintrag 0) verwendet. Sie haben auch
die Moglichkeit, ein Zeitlimit in Sekunden anzugeben, nach dem der default-Eintrag
gebootet wird. t imeout und default werden den Meniieintrdgen in der Regel
vorangestellt. Eine Beispieldatei finden Sie in ,,Beispiel einer Meniidatei® (S. 278).

Namenskonventionen fiir Festplatten und Partitionen

Die von GRUB fiir Festplatten und Partitionen verwendete Namenskonvention unter-
scheidet sich von der, die fiir normale Linux-Gerite verwendet wird. Sie sind der einfa-
chen Plattennummerierung, die das BIOS durchfiihrt, sehr dhnlich und die Syntax
gleicht derjenigen, die in manchen BSD-Derivaten verwendet wird. In GRUB beginnt
die Nummerierung der Partitionen mit null. Daher ist (hd0, 0) die erste Partition auf
der ersten Festplatte. Auf einem gewohnlichen Desktop-Computer, bei dem eine Fest-
platte als Primary Master angeschlossen ist, lautet der entsprechende Linux-Gerdtename
/dev/sdal.
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Die vier moglichen priméren Partitionen haben die Partitionsnummern 0 bis 3. Ab 4
werden die logischen Partitionen hochgezahlt:
first primary partition of the first hard disk

( )

( ) second primary partition
(hdo, 2) third primary partition
( )

( )

( )

hdo, 3 fourth primary partition (usually an extended partition)
hdo, 4 first logical partition
hd0, 5 second logical partition

In seiner Abhingigkeit von BIOS-Gerdten unterscheidet GRUB nicht zwischen IDE-,
SATA-, SCSI- und Hardware RAID-Geréten. Alle Festplatten, die vom BIOS oder
anderen Controllern erkannt werden, werden der im BIOS voreingestellten Bootreihen-
folge entsprechend nummeriert.

Leider ist eine eindeutige Zuordnung zwischen Linux-Gerdtenamen und BIOS-Geriten-
amen héufig nicht méglich. Es generiert die Zuordnung mithilfe eines Algorithmus und
speichert sie in der Datei device .map, in der sie bei Bedarf bearbeitet werden kann.
Informationen zur Datei device .map finden Sie in Abschnitt 17.1.2, ,,Die Datei
"device.map"“ (S. 281).

Ein vollstandiger GRUB-Pfad besteht aus einem Gerdtenamen, der in Klammern
geschrieben wird, und dem Pfad der Datei im Dateisystem auf der angegebenen Partition.
Der Pfad beginnt mit einem Schrigstrich. Auf einem System mit einer einzelnen IDE-
Festplatte und Linux auf der ersten Partition konnte der bootbare Kernel beispielsweise
wie folgt spezifiziert werden:

(hd0,0) /boot/vmlinuz

Beispiel einer Meniidatei

Das folgende Beispiel zeigt die Struktur einer GRUB-Meniidatei. Diese Beispiel-
Installation beinhaltet eine Linux-Bootpartition unter /dev/sda5, eine Root-Partition
unter /dev/sda7 und eine Windows-Installation unter /dev/sdal.

gfxmenu (hd0, 4)/boot/message
color white/blue black/light-gray
default 0

timeout 8

title linux
root (hdo0,4)
kernel /boot/vmlinuz root=/dev/sda7 vga=791 resume=/dev/sda9
initrd /boot/initrd
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title windows
rootnoverify (hd0,0)
chainloader +1

title floppy
rootnoverify (hd0,0)
chainloader (£d0)+1

title failsafe
root (hdO, 4)
kernel /boot/vmlinuz.shipped root=/dev/sda7 ide=nodma \
apm=off acpi=off vga=normal nosmp maxcpus=0 3 noresume
initrd /boot/initrd.shipped

Der erste Block definiert die Konfiguration des Er6ffnungsbildschirms:

gfxmenu (hd0,4)/message
Das Hintergrundbild me s sage befindet sich im Verzeichnis der obersten Ebene
der Partition /dev/sda5.

color white/blue black/light-gray
Farbschema: Weil} (Vordergrund), Blau (Hintergrund), Schwarz (Auswahl) und
Hellgrau (Hintergrund der Markierung). Das Farbschema wirkt sich nicht auf den
Eréffnungsbildschirm, sondern nur auf das anpassbare GRUB-Meni aus, auf das
Sie zugreifen kdnnen, wenn Sie den Eréffnungsbildschirm mit Esc beenden.

default 0
Der erste Meniieintrag title 1inux soll standardmdflig gebootet werden.

timeout 8
Nach acht Sekunden ohne Benutzereingabe bootet GRUB den Standardeintrag
automatisch. Um das automatische Booten zu deaktivieren, 16schen Sie die Zeile
timeout. Wenn Sie timeout O einstellen, bootet GRUB den Standardeintrag
sofort.

Im zweiten und grofiten Block sind die verschiedenen bootbaren Betriebssysteme auf-
gelistet. Die Abschnitte fiir die einzelnen Betriebssysteme werden durch t it 1e einge-
leitet.

* Dererste Eintrag (title 1inux)ist fiir das Booten von openSUSE verantwortlich.
Der Kernel (vm1 inuz) befindet sich in der ersten logischen Partition (die Bootpar-
tition) der ersten Festplatte. Hier werden Kernel-Parameter, z. B. die Root-Partition
und der VGA-Modus, angehdngt. Die Angabe der root-Partition erfolgt nach der
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Linux-Namenskonvention (/dev/sda7/), da diese Information fiir den Kernel
bestimmt ist und nichts mit GRUB zu tun hat. Die initrd befindet sich ebenfalls
in der ersten logischen Partition der ersten Festplatte.

+ Der zweite Eintrag ist fiir das Laden von Windows verantwortlich. Windows wird
von der ersten Partition der ersten Festplatte aus gebootet (hd0, 0). Mit
chainloader +1 wirddas Auslesen und Ausfiihren des ersten Sektors der ange-
gebenen Partition gesteuert.

+ Der nichste Eintrag dient dazu, das Booten von Diskette zu ermdglichen, ohne dass
dazu die BIOS-Einstellungen gedndert werden miissten.

* Die Bootoption failsafe dient dazu, Linux mit einer bestimmten Auswahl an
Kernel-Parametern zu starten, die selbst auf problematischen Systemen ein Hochfahren
von Linux ermdéglichen.

Die Meniidatei kann jederzeit gedndert werden. GRUB verwendet die gednderten Ein-
stellungen anschlielend fiir den nichsten Bootvorgang. Sie konnen diese Datei mit dem
Editor Threr Wahl oder mit YaST editieren und dauerhaft speichern. Alternativ konnen
Sie temporire Anderungen interaktiv iiber die Bearbeitungsfunktion von GRUB vor-
nehmen. Weitere Informationen hierzu finden Sie unter ,,Andern von Menii-Eintrigen
wiahrend des Bootvorgangs® (S. 280).

Andern von Menii-Eintrigen wihrend des
Bootvorgangs

Wihlen Sie im grafischen Bootmenii das zu bootende Betriebssystem mit den Pfeiltasten
aus. Wenn Sie ein Linux-System wihlen, konnen Sie in der Booteingabeaufforderung
zusatzliche Bootparameter eingeben. Um einzelne Meniieintrdge direkt zu bearbeiten,
driicken Sie die Esc-Taste. Der Er6ffnungsbildschirm wird geschlossen und das textba-
sierte GRUB-Menii aufgerufen. Driicken Sie anschlielend die Taste E. Auf diese Weise
vorgenommene Anderungen gelten nur fiir den aktuellen Bootvorgang und kénnen
nicht dauerhaft iibernommen werden.

WICHTIG: Tastaturbelegung wiahrend des Bootvorgangs

Beim Bootvorgang ist nur die amerikanische Tastaturbelegung verfligbar. Wei-
tere Informationen hierzu finden Sie unter Abbildung ,,US-Tastaturbelegung*
(1Start).
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Durch die Moglichkeit, die Meniieintrdge zu bearbeiten, kann ein defektes System, das
nicht mehr gebootet werden kann, repariert werden, da die fehlerhafte Konfigurations-
datei des Bootloaders mittels der manuellen Eingabe von Parametern umgangen werden
kann. Die manuelle Eingabe vom Parametern wéahrend des Bootvorgangs ist zudem
hilfreich zum Testen neuer Einstellungen, ohne dass diese sich auf das native System
auswirken.

Aktivieren Sie den Bearbeitungsmodus und wéhlen Sie mithilfe der Pfeiltasten den
Meniieintrag aus, dessen Konfiguration sie andern mochten. Um die Konfiguration zu
bearbeiten, driicken Sie die Taste E erneut. Auf diese Weise korrigieren Sie falsche
Partitions- oder Pfadangaben, bevor sich diese negativ auf den Bootvorgang auswirken.
Driicken Sie die Eingabetaste, um den Bearbeitungsmodus zu verlassen und zum Meni
zuriickzukehren. Driicken Sie anschlielend die Taste B, um diesen Eintrag zu booten.
Im Hilfetext am unteren Rand werden weitere mogliche Aktionen angezeigt.

Um die gednderten Bootoptionen dauerhaft zu iibernehmen und an den Kernel zu
ibergeben, 6ffnen Sie die Datei menu. 1st als Benutzer root und hdngen Sie die
entsprechenden Kernel-Parameter an folgende vorhandene Zeile getrennt durch Leer-
zeichen an:
title linux

root (hd0, 0)

kernel /vmlinuz root=/dev/sda3 additional parameter
initrd /initrd

GRUB iibernimmt den neuen Parameter beim nichsten Booten automatisch. Alternativ
konnen Sie diese Anderung auch mit dem YaST-Bootloader-Modul vornehmen. Hangen
Sie die neuen Parameter getrennt durch Leerzeichen an die vorhandene Zeile an.

17.1.2 Die Datei "device.map"

Die Datei device . map enthdlt Zuordnungen zwischen den GRUB- und BIOS-Geri-
tenamen und den Linux-Gerdtenamen. In einem Mischsystem aus IDE- und SCSI-
Festplatten muss GRUB anhand eines bestimmten Verfahrens versuchen, die Bootrei-
henfolge zu ermitteln, da die BIOS-Informationen zur Bootreihenfolge fiir GRUB unter
Umstdnden nicht zuginglich sind. GRUB speichert das Ergebnis dieser Analyse in der
Datei /boot/grub/device.map. Ein Beispiel fiir device . map-Dateien fiir ein
System, bei dem in der Bootreihenfolge im BIOS zuerst IDE und dann SCSI eingestellt
ist:
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(£40) /dev/£d0
(hd0) /dev/sda
(hdl) /dev/sdb

oder

(£d0) /dev/£dO0
(hd0) /dev/disk-by-id/DISKI1 ID
(hdl) /dev/disk-by-id/DISK2 ID

Da die Reihenfolge von IDE, SCSI und anderen Festplatten abhdngig von verschiedenen
Faktoren ist und Linux die Zuordnung nicht erkennen kann, besteht die Moglichkeit,
die Reihenfolge in der Datei device . map manuell festzulegen. Wenn beim Booten
Probleme auftreten sollten, priifen Sie, ob die Reihenfolge in dieser Datei der BIOS-
Reihenfolge entspricht, und dndern Sie sie notfalls temporér mithilfe der GRUB-Einga-
beaufforderung. Sobald das Linux-System gebootet ist, kénnen Sie die Datei device
.map mithilfe des YaST-Bootloader-Moduls oder eines Editors Threr Wahl dauerhaft
bearbeiten.

Installieren Sie nach der manuellen Bearbeitung von device .map GRUB {iber den
folgenden Befehl erneut. Dieser Befehl fiihrt dazu, dass die Datei device .map neu
geladen wird und die in grub. conf aufgelisteten Befehle ausgefiihrt werden:

grub —--batch < /etc/grub.conf

17.1.3 Die Datei "/etc/grub.conf"

Nachmenu.lst und device.map ist /etc/grub.conf die dritte wichtige
Konfigurationsdatei von GRUB. Diese Datei enthilt die Kommandos, Parameter und
Optionen, die die GRUB-Shell fiir das ordnungsgemaille Installieren des Bootloaders
benotigt:

setup —--stage2=/boot/grub/stage2 --force-lba (hd0,1) (hd0,1)
quit

Dieses Kommando weist GRUB an, den Bootloader automatisch auf die zweite Partition
der ersten Festplatte (hd0,1) zu installieren und dabei die Boot-Images zu verwenden,
die sich auf derselben Partition befinden. Der Parameter
—-—stage2=/boot/grub/stage? ist erforderlich, um das Image stage2 von
einem eingehéngten Dateisystem zu installieren. Einige BIOS haben eine fehlerhafte
Implementierung fiir LBA-Unterstiitzung. Mit ——force-1ba kdnnen Sie diese
ignorieren.
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17.1.4 Die Datei /etc/sysconfig/bootloader

Diese Konfigurationsdatei wird nur bei der Konfiguration des Bootloaders mit YaST
und bei jeder Installation eines neuen Kernels verwendet. Sie wird von der Perl Boot-
loader-Bibliothek evaluiert, die die Bootloader-Konfigurationsdatei (z. B. /boot/
grub/menu. lst fiir GRUB) entsprechend bearbeitet. /etc/sysconfig/
bootloader ist keine GRUB-spezifische Konfigurationsdatei — die Werte gelten fiir
alle Bootloader, die auf openSUSE installiert sind.

ANMERKUNG: Bootloader-Konfiguration nach einer Kernel-Aktualisierung

Bei jeder Installation eines neuen Kernels schreibt der Perl Bootloader eine
neue Konfigurationsdatei (z.B. /boot /grub/menu. 1st fiir GRUB). Er verwen-
det dazu die unter /etc/sysconfig/bootloader angegebenen Standar-
deinstellungen. Wenn Sie einen angepassten Satz von Kernel-Parametern ver-
wenden, vergewissern Sie sich, dass die entsprechenden Standardeinstellungen
in /etc/sysconfig/bootloader wunschgemadR angepasst wurden.

LOADER_TYPE
Legt den auf dem System installierten Bootloader fest (z. B. GRUB bzw. LILO).
Nicht bearbeiten — Andern Sie den Bootloader gem#B den Anweisungen unter
Prozedur 17.6, ,,Andern des Bootloader-Typs* (S. 290) mit YaST.

DEFAULT_VGA / FAILSAFE_VGA / XEN_VGA
Die Bildschirmauflésung und die Farbtiefe des beim Booten verwendeten Frame-
buffers werden mit dem Kernel-Parameter vga konfiguriert. Diese Werte definieren
die Auflésung und die Farbtiefe, die fiir den standardmdBigen Boot-Eintrag, den
Failsafe und den XEN-Eintrag verwendet werden. Die folgenden Werte sind
zuléssig:

Tabelle 17.1 Bildschirmauflosung- und Farbtiefe-Referenz

640 x 480 800 x 600 1024 x 768 1280 x 1600 x

1024 1200
8bit 0x301 0x303 0x305 0x307 0x31C
15-Bit 0x310 0x313 0x316 0x319 0x31D
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640 x 480 800 x 600 1024 x 768 1280 x 1600 x

1024 1200
16-Bit 0x311 0x314 0x317 0x31A 0x31E
24-Bit 0x312 0x315 0x318 0x31B 0x31F

DEFAULT_APPEND / FAILSAFE_APPEND / XEN_KERNEL_APPEND
Kernel-Parameter (auler vga), die automatisch an die Standard-, Failsafe- und
XEN-Boot-Eintrige in der Bootloader-Konfigurationsdatei angehingt werden.

CYCLE_DETECTION / CYCLE_NEXT_ENTRY
Konfigurieren Sie, ob die Boot-Zyklus-Erkennung verwendet werden soll und,
falls ja, welcher alternative Eintrag von /boot /grub/menu. 1st im Fall eines
Reboot-Zyklus gebootet werden soll (z. B. Failsafe). Detaillierte Informationen
finden Sie in der /usr/share/doc/packages/bootcycle/README.

17.1.5 Festlegen eines Bootpassworts

Schon vor dem Booten des Betriebssystems ermdglicht GRUB den Zugriff auf Datei-
systeme. Dies bedeutet, dass Benutzer ohne root-Berechtigungen auf Dateien des Linux-
Systems zugreifen konnen, auf die sie nach dem Booten keinen Zugriff haben. Um
diese Zugriffe oder das Booten bestimmter Betriebssysteme zu verhindern, konnen Sie
ein Bootpasswort festlegen.

WICHTIG: Bootpasswort und Er6ffnungsbildschirm

Wenn Sie fiir GRUB ein Bootpasswort verwenden, wird der tibliche Eréffnungs-
bildschirm nicht angezeigt.

Legen Sie als Benutzer root das Bootpasswort wie folgt fest:

1 Verschliisseln Sie an der root-Eingabeaufforderung das Passwort mithilfe von grub-
md5-crypt:

# grub-md5-crypt

Password: ****

Retype password: ****

Encrypted: $1$1S2dv/$J0YcdxIn7CJk9xShzzIVw/
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2 Fiigen Sie die verschliisselte Zeichenkette in den globalen Abschnitt der Datei menu
.1st ein:
gfxmenu (hd0, 4) /message
color white/blue black/light-gray
default 0

timeout 8
password —--md5 $1$1S2dv/$J0YcdxIn7CIk9xShzzIVw/

Jetzt konnen GRUB-Befehle in der Booteingabeaufforderung nur ausgefiihrt werden,
wenn die Taste P gedriickt und das Passwort eingegeben wurde. Benutzer konnen
jedoch iiber das Bootmenii weiterhin alle Betriebssysteme booten.

3 Um zu verhindern, dass ein oder mehrere Betriebssysteme {iber das Bootmenii
gebootet werden, fligen Sie den Eintrag 1ock zu allen Abschnitten in menu. 1st
hinzu, die ohne Eingabe eines Passworts nicht gebootet werden sollen. Beispiel:
title linux

kernel (hd0,4)/vmlinuz root=/dev/sda7 vga=791

initrd (hd0,4)/initrd
lock

Nach dem Neubooten des Systems und der Auswahl des Linux-Eintrags im Bootmenii
erscheint zundchst folgende Fehlermeldung:

Error 32: Must be authenticated

Driicken Sie die Eingabetaste, um das Menii zu 6ffnen. Driicken Sie anschlieSend
die Taste P, um die Eingabeaufforderung fiir das Passwort zu 6ffnen. Wenn Sie das

Passwort eingegeben und die Eingabetaste gedriickt haben, sollte das ausgewdhlte
Betriebssystem (in diesem Fall Linux) gebootet werden.

17.2 Konfigurieren des Bootloaders
mit YaST

Mit dem YaST-Modul ist die Konfiguration des Bootloaders auf Ihrem openSUSE-
System am einfachsten. Wahlen Sie im YaST-Kontrollzentrum System > Bootloader.
Wie in Abbildung 17.1, ,,Bootloader-Einstellungen® (S. 286) zeigt dies die aktuelle
Bootloader-Konfiguration des Systems und erméglicht Thnen, Anderungen vorzunehmen.
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Abbildung 17.1 Bootloader-Einstellungen

Bootloader-Einstellungen
In der Tabelle steht jeder Abschnitt fir einen Eintrag im Bootment. Weitere

Abschnittsverwaltung | Bootloader-Installation
Def. Label Typ Abbild / Gerat

Failsafe -- openSUSE 11.3-2.6.34-12  Abbild  /boot/vmlinuz-2.6.34-12-desktop  (/dev/sda2, roq

T — >

Hinzufigen |  Bearbeiten | Léschen Als Standard setzen

Weitere v

Hilfe Abbrechen oK

Auf der Registerkarte Abschnittsverwaltung konnen Sie die Bootloader-Abschnitte fiir
die einzelnen Betriebssysteme bearbeiten, dndern und 16schen. Klicken Sie auf Hinzu-
fiigen, um eine Option hinzuzufiigen. Wenn Sie den Wert einer bestehenden Option
andern mochten, wihlen Sie ihn mit der Maus aus und klicken Sie auf Bearbeiten. Um
ein vorhandenes Schema zu 16schen, wihlen Sie das Schema aus und klicken Sie auf
Loschen. Wenn Sie nicht mit den Bootloader-Optionen vertraut sind, lesen Sie zunéchst
Abschnitt 17.1, ,,Booten mit GRUB* (S. 274).

Verwenden Sie die Registerkarte Bootloader-Installation, um die Einstellungen in
Bezug auf Typ, Speicherort und erweiterte Bootloader-Einstellungen anzuzeigen und
zu dndern.

Klicken Sie auf Weitere, um auf erweiterte Konfigurationsoptionen zuzugreifen. Uber
den integrierten Editor konnen Sie die GRUB-Konfigurationsdateien dndern. Weitere
Informationen finden Sie in Abschnitt 17.1, ,,Booten mit GRUB“ (S. 274). Sie konnen
die vorhandene Konfiguration auch 16schen und eine neue Konfiguration ohne Vorschlag
erstellen oder sich von YaST eine neue Konfiguration vorschlagen lassen. Sie kénnen
die Konfiguration auch auf die Festplatte schreiben und sie von der Festplatte wieder
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einlesen. Zur Wiederherstellung des urspriinglichen, wiahrend der Installation gespei-
cherten MBR (Master Boot Record) wéhlen Sie MBR von Festplatte wiederherstellen
aus.

17.2.1 Anpassen des Standard-Boot-Eintrags

Um das System zu dndern, das standardmiflig gebootet wird, gehen Sie wie folgt vor:
Prozedur 17.1 Standardsystem einrichten

1 Offnen Sie die Karteireiter Abschnittsverwaltung.
2 Wihlen Sie den gewiinschten Eintrag in der Liste aus.
3 Kilicken Sie auf Als Standard festlegen.

4 Klicken Sie auf OK, um die Anderungen zu aktivieren.

17.2.2 Speicherort des Bootloaders andern

Um den Speicherort des Bootloaders zu dndern, gehen Sie wie folgt vor:
Prozedur 17.2 Speicherort des Bootloaders dndern

1 Waihlen Sie den Karteireiter Bootloader-Installation und anschlieend eine der fol-
genden Optionen fiir Speicherort des Bootloaders:

Booten vom Master Boot Record
Der Bootloader wird in den MBR des ersten Laufwerks installiert (entsprechend
der im BIOS voreingestellten Bootreihenfolge).

Booten von der root-Partition

Der Bootloader wird im Bootsektor der Partition / installiert (dies ist der Stan-
dard).

Booten von der Bootpartition
Der Bootloader wird im Bootsektor der Partition /boot installiert.
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Booten von der erweiterten Partition
Der Bootloader wird in den Container der erweiterten Partition installiert.

Benutzerdefinierte Bootpartition
Mit dieser Option konnen Sie den Speicherort des Bootloaders manuell angeben.

2 Klicken Sie zum Anwenden der Anderungen auf OK.

17.2.3 Andern des Bootloader-Zeitlimits

Der Bootloader bootet das Standardsystem nicht sofort. Wéahrend des Zeitlimits konnen
Sie das zu bootende System auswahlen oder einige Kernel-Parameter schreiben. Gehen
Sie wie folgt vor, um das Zeitlimit des Bootloaders festzulegen:

Prozedur 17.3 Andern des Bootloader-Zeitlimits
1 Offnen Sie die Karteireiter Bootloader-Installation.
2 Klicken Sie auf Bootloader-Optionen.

3 Andern Sie den Wert fiir Zeitiiberschreitung in Sekunden, indem Sie einen neuen
Wert eingeben und mit der Maus auf den entsprechenden Pfeil klicken oder die
Pfeiltasten der Tastatur verwenden.

4 Klicken Sie zweimal auf OK, um die Anderungen zu speichern.

17.2.4 Festlegen eines Bootpassworts

Mit diesem YaST-Modul kénnen Sie zum Schutz des Bootvorgangs auch ein Passwort
einrichten. Damit wird ein zusétzlicher Grad an Sicherheit geboten.

Prozedur 17.4 Festlegen eines Bootloader-Passworts

1 Offnen Sie die Karteireiter Bootloader-Installation.

2 Klicken Sie auf Bootloader-Optionen.
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3 Aktivieren Sie die Option Passwort fiir die Meniischnittstelle und geben Sie Ihr
Passwort zweimal ein.

4 Klicken Sie zweimal auf OK, um die Anderungen zu speichern.

17.2.5 Anpassen der Festplattenreihenfolge

Wenn Ihr Computer mehrere Festplatten hat, konnen Sie die Bootsequenz der Festplatten
so festlegen, dass sie dem BIOS-Setup des Computers entsprechen (siehe
Abschnitt 17.1.2, ,,Die Datei "device.map"“ (S. 281)). Gehen Sie hierfiir wie folgt vor:

Prozedur 17.5 Festlegen der Festplattenreihenfolge

1 Offnen Sie die Karteireiter Bootloader-Installation.
2 Klicken Sie auf Details zur Bootloader-Installation.

3 Andern Sie bei mehreren aufgefiihrten Festplatten deren Reihenfolge mit einem
Klick auf Auf oder Ab.

4 Klicken Sie zweimal auf OK, um die Anderungen zu speichern.

17.2.6 Konfigurieren der erweiterten
Optionen

Erweiterte Boot-Optionen lassen sich {iber Bootloader-Installation > Bootloader-
Optionen konfigurieren. Normalerweise sollte es nicht erforderlich sein, die Standarde-
instellungen zu dndern.

Aktives Flag in Partitionstabelle fiir Bootpartition festlegen
Aktiviert die Partition, die den Bootloader enthilt. Einige dltere Betriebssysteme,
z. B. Windows 98, kénnen nur von einer aktiven Partition booten.

Generischen Bootcode in MBR schreiben
Ersetzt den aktuellen MBR durch generischen, Betriebssystem-unabhidngigen Code.
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Flag fiir Durchfiihrung der Fehlersuche
Stellt GRUB in den Fehlersuchmodus um, in dem Meldungen {iber die Plattenakti-
vitdt angezeigt werden.

Menii beim Booten ausblenden
Blendet das Bootmenii aus und bootet den Standardeintrag.

Trusted GRUB verwenden
Startet Trusted GRUB, das verbiirgte Computerfunktionen unterstiitzt.

Akustische Signale aktivieren
Aktiviert oder deaktiviert akustische Signale in GRUB.

Datei fiir grafisches Menii
Pfad zur Grafikdatei, die bei der Anzeige des Boot-Bildschirms verwendet wird.

Serielle Konsole verwenden
Wenn Ihr Computer iiber eine serielle Konsole gesteuert wird, aktivieren Sie diese
Option und geben Sie an, welcher COM-Port in welcher Geschwindigkeit verwendet
werden soll. Siehe info grub oder http://www.gnu.org/software/
grub/manual/grub.html#Serial-terminal.

17.2.7 Andern des Bootloader-Typs

Legen Sie den Bootloader-Typ unter Bootloader-Installation fest. In openSUSE wird
standardmiBig der Bootloader GRUB verwendet. Gehen Sie zur Verwendung von LILO
oder ELILO folgendermaf3en vor:

WARNUNG: LILO wird nicht unterstiitzt.

Von der Verwendung von LILO wird abgeraten, da es von openSUSE nicht
unterstitzt wird. Verwenden Sie es nur in besonderen Fallen.

Prozedur 17.6 Andern des Bootloader-Typs

1 Wihlen Sie die Karteireiter Bootloader-Installation.

2 Wihlen Sie unter Bootloader die Option LILO.
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3 Wihlen Sie in dem sich 6ffnenden Dialogfeld folgende Aktionen aus:

Neue Konfiguration vorschlagen
Lasst YaST eine neue Konfiguration erstellen.

Aktuelle Konfiguration konvertieren
Lisst YaST die aktuelle Konfiguration konvertieren. Es ist moglich, dass beim
Konvertieren der Konfiguration einige Einstellungen verloren gehen.

Neue Konfiguration ohne Vorschlag erstellen
Erstellt eine benutzerdefinierte Konfiguration. Diese Aktion ist wihrend der

Installation von openSUSE nicht verfiigbar.

Auf Festplatte gespeicherte Konfiguration einlesen
Ladt Ihre eigene Datei /etc/1ilo.cont. Diese Aktion ist wahrend der
Installation von openSUSE nicht verfiigbar.

4 Klicken Sie zweimal auf OK, um die Anderungen zu speichern.

Wihrend der Konvertierung wird die alte GRUB-Konfiguration gespeichert. Wenn Sie
sie verwenden mochten, dndern Sie einfach den Bootloader-Typ zuriick in GRUB und
wabhlen Sie Vor der Konvertierung gespeicherte Konfiguration wiederherstellen. Diese
Aktion ist nur auf einem installierten System verfiigbar.

ANMERKUNG: Benutzerdefinierter Bootloader

Wenn Sie einen anderen Bootloader als GRUB oder LILO verwenden mochten,
wahlen Sie Keinen Bootloader installieren. Lesen Sie die Dokumentation lhres
Bootloaders sorgfaltig durch, bevor Sie diese Option auswahlen.

17.3 Deinstallieren des
Linux-Bootloaders

Mit YaST konnen Sie den Linux-Bootloader deinstallieren und den Zustand des MBR
vor der Installation wiederherstellen. YaST erstellt wihrend der Installation automatisch
eine Sicherung der urspriinglichen MBR-Version und stellt sie bei Bedarf wieder her.
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Zum Deinstallieren von GRUB starten Sie YaST und klicken Sie auf System > Bootloa-
der, um das Bootloader-Modul zu starten. Wihlen Sie Andere > MBR von Festplatte
wiederherstellen aus und bestdtigen Sie mit Ja, neu schreiben.

17.4 Erstellen von Boot-CDs

Wenn beim Booten Ihres Systems unter Verwendung eines Bootmanagers Probleme
auftreten oder wenn der Bootmanager auf Ihrer Festplatte nicht installiert werden kann,
ist es auch mdéglich, eine bootfdhige CD mit allen fiir Linux erforderlichen Startdateien
zu erstellen. Hierflir muss ein CD-Brenner in Ihrem System installiert sein.

Fir die Erstellung einer bootfahigen CD-ROM mit GRUB ist lediglich eine spezielle
Form von stage2 mit Namen stage2_eltorito erforderlich sowie optional eine
benutzerdefinierte Datei menu . 1st. Die klassischen Dateien stagel und stage?2
sind nicht erforderlich.

Prozedur 17.7 Erstellen von Boot-CDs

1 Wechseln Sie in ein Verzeichnis, in dem das ISO-Image erstellt werden soll, bei-
spielsweise: cd /tmp

2 Erstellen Sie ein Unterverzeichnis fiir GRUB und wechseln Sie in das neu erstellte
iso-Verzeichnis:

mkdir -p iso/boot/grub && cd iso

3 Kopieren Sie den Kernel, die Dateien stage2_eltorito, initrd,menu.1lst
und /message nach iso/boot/:
cp /boot/vmlinuz boot/
cp /boot/initrd boot/
cp /boot/message boot/

cp /usr/lib/grub/stage2_eltorito boot/grub
cp /boot/grub/menu.lst boot/grub

4 Ersetzen Sie die Eintrige root (hdx, y) durchroot (cd), so dass sie auf
das CD-ROM-Gerit verweisen. Sie miissen unter Umstinden auch die Pfade zur
Meldungsdatei, zum Kernel und zur initrd-Datei anpassen, sodass sie auf /boot /
message, /boot/vmlinuz bzw. /boot/initrd verweisen. Nachdem Sie die
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Anpassungen durchgefiihrt haben, sollte menu. 1st wie im folgenden Beispiel
aussehen:
timeout 8

default 0
gfxmenu (cd)/boot/message

title Linux
root (cd)
kernel /boot/vmlinuz root=/dev/sdab5 vga=794 resume=/dev/sdal \
splash=verbose showopts
initrd /boot/initrd

Verwenden Sie splash=silent anstelle von splash=verbose, um zu vermei-
den, dass beim Bootvorgang Bootmeldungen angezeigt werden.

Erstellen Sie das [ISO-Image mit dem folgenden Befehl:

genisoimage -R -b boot/grub/stage2_eltorito —-no-emul-boot \
-boot-load-size 4 -boot-info-table -iso-level 2 -input-charset utf-8 \
-0 grub.iso /tmp/iso

Schreiben Sie die so erstellte Datei namens grub . iso unter Verwendung Ihres
bevorzugten Dienstprogramms auf eine CD. Brennen Sie das ISO-Image nicht als
Datendatei, sondern verwenden Sie die Option zum Brennen eines CD-Images, die
in Threm Dienstprogramm angeboten wird.

17.5 Der grafische SUSE-Bildschirm

Der grafische SUSE-Bildschirm wird auf der ersten Konsole angezeigt, wenn die
Option vga=<Wert> als Kernel-Parameter verwendet wird. Bei der Installation mit
YaST wird diese Option automatisch in Abhidngigkeit von der gewéhlten Auflosung
und der verwendeten Grafikkarte aktiviert. Sie haben bei Bedarf drei Moglichkeiten,
den SUSE-Bildschirm zu deaktivieren:

Den SUSE-Bildschirm bei Bedarf deaktivieren

Geben Sie den Befehl echo 0 >/proc/splash in der Kommandozeile ein,
um den grafischen Bildschirm zu deaktivieren. Um ihn wieder zu aktivieren, geben
Sie den Befehl echo 1 >/proc/splash ein.
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Den SUSE-Bildschirm standardméfig deaktivieren
Fiigen Sie der Bootloader-Konfiguration den Kernel-Parameter sp1ash=0 hinzu.
Weitere Informationen hierzu finden Sie in Kapitel 17, Der Bootloader GRUB
(S.273). Wenn Sie jedoch den Textmodus (Standardeinstellung in friiheren Versio-
nen) bevorzugen, legen Sie Folgendes fest: vga=normal.

Den SUSE-Bildschirm vollstdndig deaktivieren
Kompilieren Sie einen neuen Kernel und deaktivieren Sie die Option zum Verwen-
den des Erdffnungsbildschirms anstelle des Bootlogos im Menii Framebuffer-
Unterstiitzung. Wenn Sie im Kernel die Framebuffer-Unterstiitzung deaktiviert
haben, ist der Erdoffnungsbildschirm automatisch auch deaktiviert.

WARNUNG: Keine Unterstiitzung

Wenn Sie einen eigenen Kernel kompilieren, kann SUSE dafiir keinen Sup-
port garantieren.

17.6 Fehlersuche

In diesem Abschnitt werden einige der Probleme, die beim Booten mit GRUB auftreten
koénnen, sowie deren Losungen behandelt. Einige der Probleme werden in den Artikeln
in der Support-Datenbank unter http://en.opensuse.org/Portal : Support
_database beschrieben. Verwenden Sie das Dialogfeld "Suche", um nach Schliissel-
wortern wie GRUB, boot und Bootloader zu suchen.

GRUB und XFS
XFS ldsst im Partitions-Bootblock keinen Platz fiir stagel. Sie diirfen also als
Speicherort des Bootloaders keinesfalls eine XFS-Partition angeben. Um dieses
Problem zu beheben, erstellen Sie eine separate Bootpartition, die nicht mit XFS
formatiert ist.

GRUB meldet GRUB Geom Error
GRUB {iberpriift die Geometrie der angeschlossenen Festplatten beim Booten des
Systems. In seltenen Fdllen macht das BIOS hier inkonsistente Angaben, sodass
GRUB einen "GRUB Geom Error" meldet. Aktualisieren Sie in diesem Fall das
BIOS.
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GRUB gibt diese Fehlermeldung auch aus, wenn Linux auf einer zusétzlichen
Festplatte im System installiert wurde, diese aber nicht im BIOS registriert ist. Der
erste Teil des Bootloaders stagel wird korrekt gefunden und geladen, die zweite
Stufe stage2 wird jedoch nicht gefunden. Dieses Problem konnen Sie umgehen,
indem Sie die neue Festplatte unverziiglich im BIOS registrieren.

System mit mehreren Festplatten startet nicht
Moglicherweise wurde die Bootsequenz der Festplatten wihrend der Installation
von YaST falsch ermittelt. So erkennt GRUB die IDE-Festplatte unter Umstdnden
als hd 0 und die SCSI-Festplatte als hd1, obwohl im BIOS die umgekehrte Reihen-
folge (SCSI vor IDE) angegeben ist.

Korrigieren Sie in solchen Fallen mithilfe der GRUB-Kommandozeile beim Booten
die verwendeten Festplatten. Bearbeiten Sie im gebooteten System die Datei
device.map, um die neue Zuordnung dauerhaft festzulegen. Uberpriifen Sie
anschlielend die GRUB -Geritenamen in den Dateien /boot /grub/menu.lst
und /boot/grub/device.map und installieren Sie den Bootloader mit dem
folgenden Befehl neu:

grub —--batch < /etc/grub.conf

Windows von der zweiten Festplatte booten
Einige Betriebssysteme, z. B. Windows, kénnen nur von der ersten Festplatte
gebootet werden. Wenn ein solches Betriebssystem auf einer anderen als der ersten
Festplatte installiert ist, konnen Sie fiir den entsprechenden Meniieintrag einen
logischen Tausch veranlassen.

title windows
map (hd0) (hdl)
map (hdl) (hdO0)
chainloader (hdl,0)+1

In diesem Beispiel soll Windows von der zweiten Festplatte gestartet werden. Zu

diesem Zweck wird die logische Reihenfolge der Festplatten mit map getauscht.
Die Logik innerhalb der GRUB-Meniidatei dndert sich dadurch jedoch nicht. Daher
miissen Sie bei chainloader nach wie vor die zweite Festplatte angeben.

Der Bootloader GRUB
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17.7 Weiterfiihrende Informationen

Umfassende Informationen zu GRUB finden Sie auf der Webseite unter http: //www
.gnu.org/software/grub/. Ausfiihrliche Informationen finden Sie auch auf
der Infoseite fiir den Befehl grub. Um weitere Informationen zu bestimmten Themen
zu erhalten, kdnnen Sie auch "GRUB" als Suchwort in der Supportdatenbank unter
http://en.opensuse.org/Portal:Support_database/ eingeben.
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Spezielle Systemfunktionen

In diesem Kapitel erhalten Sie zunichst Informationen zu den verschiedenen Software-
paketen, zu den virtuellen Konsolen und zur Tastaturbelegung. Hier finden Sie Hinweise
zu Software-Komponenten, wie bash, cronund logrotate, da diese im Laufe der
letzten Veroffentlichungszyklen gedndert oder verbessert wurden. Selbst wenn sie nur
klein sind oder als nicht besonders wichtig eingestuft werden, konnen die Benutzer ihr
Standardverhalten dndern, da diese Komponenten hdufig eng mit dem System verbunden
sind. Das Kapitel endet mit einem Abschnitt mit sprach- und landesspezifischen Ein-
stellungen (I18N und L10N).

18.1 Informationen zu speziellen
Softwarepaketen

Die Programme bash, cron, logrotate, locate, ulimit und free spielen
fiir Systemadministratoren und viele Benutzer eine wichtige Rolle. man-Seiten und
info-Seiten sind hilfreiche Informationsquellen zu Befehlen, sind jedoch nicht immer
verfiigbar. GNU Emacs ist ein beliebter konfigurierbarer Texteditor.

18.1.1 Das Paket bash und /etc/profile

Bash ist die Standard-System-Shell. Wenn sie als Anmelde-Shell verwendet wird,
werden mehrere Initialisierungsdateien gelesen. Bash verarbeitet die entsprechenden
Informationen in der Reihenfolge dieser Liste:

Spezielle Systemfunktionen

297



298

1. Jetc/profile

2. ~/.profile

3. /etc/bash.bashrc
4. ~/.bashrc

Nehmen Sie benutzerdefinierte Einstellungenin ~/ .profile oder ~/ .bashrc vor.
Um die richtige Verarbeitung der Dateien zu gewéhrleisten, miissen die Grundeinstel-
lungen aus /etc/skel/.profile oder /etc/skel/.bashrc in das Home-
Verzeichnis des Benutzers kopiert werden. Es empfiehlt sich, die Einstellungen aus
/etc/skel nach einer Aktualisierung zu kopieren. Fiihren Sie die folgenden Shell-
Befehle aus, um den Verlust personlicher Einstellungen zu vermeiden:

mv ~/.bashrc ~/.bashrc.old

cp /etc/skel/.bashrc ~/.bashrc

mv ~/.profile ~/.profile.old
cp /etc/skel/.profile ~/.profile

Kopieren Sie anschlielend die persénlichen Einstellungen erneut aus den
* . old-Dateien.

18.1.2 Das cron-Paket

Wenn Sie Kommandos regelmiflig und automatisch zu bestimmten Zeiten im Hinter-
grund ausfiihren mochten, verwenden Sie dazu am besten das Tool cron. cron wird
durch speziell formatierte Zeittabellen gesteuert. Einige sind bereits im Lieferumfang
des Systems enthalten, bei Bedarf konnen Benutzer jedoch auch eigene Tabellen
erstellen.

Die cron-Tabellen befinden sich im Verzeichnis /var/spool/cron/tabs. /etc/
crontab dient als systemiibergreifende cron-Tabelle. Geben Sie den Benutzernamen
zur Ausfiihrung des Befehls unmittelbar nach der Zeittabelle und noch vor dem Befehl
ein. In Beispiel 18.1, ,,Eintrag in /etc/crontab® (S. 298), wird root eingegeben. Die
paketspezifischen Tabellen in /et c/cron.d weisen alle dasselbe Format auf. Infor-
mationen hierzu finden Sie auf der man-Seite zu cron (man cron).

Beispiel 18.1 Eintrag in /etc/crontab

1-59/5 * * * * root test -x /usr/sbin/atrun && /usr/sbin/atrun
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Sie kénnen /etc/crontab nicht bearbeiten, indem Sie den Befehl crontab -e
bearbeiten. Die Datei muss direkt in einem Editor geladen, gedndert und dann gespeichert
werden.

Einige Pakte installieren Shell-Skripten in die Verzeichnisse /etc/cron.hourly,
/etc/cron.daily, /etc/cron.weeklyund /etc/cron.monthly, deren
Ausfithrung durch /usr/1ib/cron/run-crons gesteuert wird. /usr/1ib/
cron/run-crons wird alle 15 Minuten von der Haupttabelle (/etc/crontab)
ausgefiihrt. Hiermit wird gewéhrleistet, dass vernachldssigte Prozesse zum richtigen
Zeitpunkt ausgefiihrt werden kdnnen.

Um die Skripten hourly, daily oder andere Skripten fiir regelmifige Wartungsar-
beiten zu benutzerdefinierten Zeiten auszufiihren, entfernen Sie regelmiBig die Zeit-
stempeldateien mit /et c/crontab-Eintrigen (siehe Beispiel 18.2, ,,/etc/crontab:
Entfernen der Zeitstempeldateien® (S. 299) —u. a. wird hour 1y vor jeder vollen Stunde
und daily einmal tdglich um 2:14 Uhr entfernt).

Beispiel 18.2 /etc/crontab: Entfernen der Zeitstempeldateien

59 * x * * root rm -f /var/spool/cron/lastrun/cron.hourly
14 2 * * * root rm -f /var/spool/cron/lastrun/cron.daily

29 2 * * 6 root rm -f /var/spool/cron/lastrun/cron.weekly
44 2 1 * * root rm -f /var/spool/cron/lastrun/cron.monthly

Sie konnen auch DATILY_TIMEin /etc/sysconfig/cron aufdie Zeit einstellen,
zuder cron.daily gestartet werden soll. Mit MAX_NOT_RUN stellen Sie sicher,
dass die tiglichen Aufgaben auch dann ausgefiihrt werden, wenn der Computer zur
angegebenen DATILY_TIME und auch eine ldngere Zeit danach nicht eingeschaltet ist.
Die maximale Einstellung von MAX_NOT_RUN sind 14 Tage.

Die tiglichen Systemwartungsauftrige werden zum Zwecke der Ubersichtlichkeit auf
mehrere Skripts verteilt. Sie sind im Paket aaa_base enthalten. /etc/cron.daily
enthdlt beispielsweise die Komponenten suse .de-backup-rpmdb, suse.de
—clean-tmp oder suse.de—-cron-local.

18.1.3 Protokolldateien: Paket logrotate

Mehrere Systemdienste ( Ddmonen) zeichnen zusammen mit dem Kernel selbst regel-
méaBig den Systemstatus und spezielle Ereignisse in Protokolldateien auf. Auf diese
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Weise kann der Administrator den Status des Systems zu einem bestimmten Zeitpunkt
regelméBig tiberpriifen, Fehler oder Fehlfunktionen erkennen und die Fehler mit Prizi-
sion beheben. Die Protokolldateien werden in der Regel, wie von FHS angegeben, unter

/var /log gespeichert und werden taglich umfangreicher. Mit dem Paket 1ogrotate
kann der Umfang der Dateien gesteuert werden.

Konfigurieren Sie Logrotate mit der Datei /etc/logrotate.conf. Die Dateien,
die zusdtzlich gelesen werden sollen, werden insbesondere durch die i nc1lude-Spezi-
fikation konfiguriert. Programme, die Protokolldateien erstellen, installieren einzelne

Konfigurationsdateien in /etc/logrotate.d. Solche Dateien sind beispielsweise
im Lieferumfang der Pakete apache2 (/etc/logrotate.d/apache?2)und
syslogd (/etc/logrotate.d/syslog) enthalten.

Beispiel 18.3 Beispiel fiir /etc/logrotate.conf
# see "man logrotate" for details

# rotate log files weekly

weekly

# keep 4 weeks worth of backlogs
rotate 4

# create new (empty) log files after rotating old ones
create

# uncomment this if you want your log files compressed
#compress

# RPM packages drop log rotation information into this directory
include /etc/logrotate.d

# no packages own lastlog or wtmp - we'll rotate them here

#/var/log/wtmp {

# monthly

# create 0664 root utmp
# rotate 1

#}

# system-specific logs may be also be configured here.

logrotate wird iiber cron gesteuert und tiglich durch /etc/cron.daily/
logrotate aufgerufen.
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WICHTIG

Mit der Option create werden alle vom Administrator in /etc/
permissions* vorgenommenen Einstellungen gelesen. Stellen Sie sicher,
dass durch persénliche Anderungen keine Konflikte auftreten.

18.1.4 Der Befehl "locate"

locate, ein Kommando zum schnellen Suchen von Dateien, ist nicht im Standardum-
fang der installierten Software enthalten. Wenn Sie mochten, installieren Sie das Paket
findutils-locate. Der Prozess updatedb wird jeden Abend etwa 15 Minuten
nach dem Booten des Systems gestartet.

18.1.5 Der Befehl "ulimit"

Mit dem Kommando ulimit (user limits) ist es moglich, Begrenzungen fiir die Ver-
wendung von Systemressourcen festzulegen und anzuzeigen. ulimit ist besonders
niitzlich fiir die Begrenzung des verfligbaren Arbeitsspeichers fiir Anwendungen. Damit
kann eine Anwendung daran gehindert werden, zu viele Systemressourcen zu reservieren
und damit das Betriebssystem zu verlangsamen oder sogar aufzuhingen.

ulimit kann mit verschiedenen Optionen verwendet werden. Verwenden Sie zum
Begrenzen der Speicherauslastung die in Tabelle 18.1, ,,ul imit: Einstellen von Res-
sourcen fiir Benutzer* (S. 301) aufgefiihrten Optionen.

Tabelle 18.1 ulimit: Einstellen von Ressourcen fiir Benutzer

-m Die maximale nicht auslagerbare festgelegte Grof3e

v Die maximale Grofle des virtuellen Arbeitsspeichers, der der
Shell zur Verfiigung steht

-s Die maximale Grof3e des Stapels

—c Die maximale Grof3e der erstellten Kerndateien
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—a Alle aktuellen Grenzwerte werden gemeldet

In /etc/profile konnen Sie systemweite Eintrdge vornehmen. Aktivieren Sie hier
die Erstellung der Core-Dateien, die Programmierer fiir die Fehlersuche bendtigen. Ein
normaler Benutzer kann die in /et c/profile vom Systemadministrator festgelegten
Werte nicht erhdhen, er kann jedoch spezielle Eintrdge in ~/ . bashrc vornehmen.

Beispiel 18.4 ulimit: Einstellungen in ~/.bashrc

# Limits maximum resident set size (physical memory) :
ulimit -m 98304

# Limits of virtual memory:
ulimit -v 98304

Die Speicherzuteilungen miissen in KB erfolgen. Weitere Informationen erhalten Sie
mit man bash.

WICHTIG

ulimit-Direktiven werden nicht von allen Shells unterstiitzt. PAM (beispiels-
weise pam_1limits) bietet umfassende Anpassungsmoglichkeiten, wenn Sie
Einstellungen fiir diese Beschrankungen vornehmen miissen.

18.1.6 Der Befehl "free"

Der Befehl free ist leicht irrefithrend, wenn Sie herausfinden mochten, wie viel
Arbeitsspeicher zurzeit verwendet wird. Die entsprechenden Informationen finden Sie
in /proc/meminfo. Heute miissen sich Benutzer, die moderne Betriebssysteme wie
Linux verwenden, in der Regel kaum Gedanken iiber den Arbeitsspeicher machen. Das
Konzept des verfiigharen Arbeitsspeichers geht auf Zeiten vor der einheitlichen Spei-
cherverwaltung zuriick. Bei Linux gilt der Grundsatz freier Arbeitsspeicher ist
schlechter Arbeitsspeicher. Daher wurde bei Linux immer darauf geachtet, die Caches
auszugleichen, ohne freien oder nicht verwendeten Arbeitsspeicher zuzulassen.

Der Kernel verfiigt nicht direkt {iber Anwendungs- oder Benutzerdaten. Stattdessen
verwaltet er Anwendungen und Benutzerdaten in einem Seiten-Cache. Falls nicht mehr
genligend Arbeitsspeicher vorhanden ist, werden Teile auf der Swap-Partition oder in
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Dateien gespeichert, von wo aus sie mithilfe des Befehls mmap abgerufen werden
koénnen (siehe man mmap).

Der Kernel enthilt zusitzlich andere Caches, wie beispielsweise den slab-Cache, in
dem die fiir den Netzwerkzugriff verwendeten Caches gespeichert werden. Dies erklart
die Unterschiede zwischen den Zdhlern in /proc/meminfo. Die meisten, jedoch
nicht alle dieser Zahler, kdnnen {iber /proc/slabinfo aufgerufen werden.

18.1.7 man-Seiten und Info-Seiten

Fiir einige GNU-Anwendungen (wie beispielsweise tar) sind keine man-Seiten mehr
vorhanden. Verwenden Sie fiir diese Befehle die Option ——he1p, um eine kurze
Ubersicht iiber die info-Seiten zu erhalten, in der Sie detailliertere Anweisungen
erhalten. info befindet sich im Hypertextsystem von GNU. Eine Einfithrung in dieses
System erhalten Sie, wenn Sie infoinfo eingeben. Info-Seiten kdnnen mit Emacs
angezeigt werden, wenn Sie emacs —-f info eingeben oder mit info direktin einer
Konsole angezeigt werden. Sie kdnnen auch tkinfo, xinfo oder das Hilfesystem zum
Anzeigen von info-Seiten verwenden.

18.1.8 Auswahlen von man-Seiten iiber das
Kommando man

Mit man man_seite zeigen Sie gewdhnlich eine man-Seite zum sofortigen Lesen
an. Wenn nun eine man-Seite mit demselben Namen in verschiedenen Abschnitten

vorhanden ist, fordert man den Benutzer auf, den Abschnitt fiir die gewiinschte Seite
anzugeben. Der Benutzer muss dann den Abschnitt als Antwort eingeben.

Wenn Sie zum vorherigen Verhalten zurtickkehren mochten, setzen Sie
MAN_POSIXLY_CORRECT=1 in einer Shell-Initialisierungsdatei wie ~/ .bashrc.

18.1.9 Einstellungen fiir GNU Emacs

GNU Emacs ist eine komplexe Arbeitsumgebung. In den folgenden Abschnitten werden
die beim Starten von GNU Emacs verarbeiteten Dateien beschrieben. Weitere Informa-
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tionen hierzu erhalten Sie online unter http://www.gnu.org/software/
emacs/.

Beim Starten liest Emacs mehrere Dateien, in denen die Einstellungen fiir den Benutzer,
den Systemadministrator und den Distributor zur Anpassung oder Vorkonfiguration
enthalten sind. Die Initialisierungsdatei ~/ . emacs ist in den Home-Verzeichnissen
der einzelnen Benutzer von /etc/skel installiert. . emacs wiederum liest die Datei
/etc/skel/.gnu—emacs. Zum Anpassen des Programms kopieren Sie . gnu
—emacs in das Home-Verzeichnis (mit cp /etc/skel/.gnu-emacs

~/ .gnu-emacs) und nehmen Sie dort die gewlinschten Einstellungen vor.

.gnu-emacs definiert die Datei ~/ . gnu—emacs—customals custom-file.
Wenn Benutzer in Emacs Einstellungen mit den customize-Optionen vornehmen,
werden die Einstellungen in ~/ . gnu-emacs—-custom gespeichert.

Bei openSUSE wird mit dem emacs-Paket die Datei site—start .el im Verzeichnis
/usr/share/emacs/site-11isp installiert. Die Datei site-start.el wird
vor der Initialisierungsdatei ~/ . emacs geladen. Mit site—-start.el wird unter
anderem sichergestellt, dass spezielle Konfigurationsdateien mit Emacs-Zusatzpaketen,
wie psgml, automatisch geladen werden. Konfigurationsdateien dieses Typs sind
ebenfalls unter /usr/share/emacs/site-11isp gespeichert und beginnen immer
mit suse-start-. Der lokale Systemadministrator kann systemweite Einstellungen
indefault.el festlegen.

Weitere Informationen zu diesen Dateien finden Sie in der Info-Datei zu Emacs unter
Init File: info:/emacs/InitFile. Informationen zum Deaktivieren des Ladens
dieser Dateien (sofern erforderlich) stehen dort ebenfalls zur Verfiigung.

Die Komponenten von Emacs sind in mehrere Pakete unterteilt:

* Das Basispaket emacs.

* emacs-x11 (in der Regel installiert): das Programm mit X11-Support.
* emacs-nox: das Programm okne X11-Support.

* emacs-info: Online-Dokumentation im info-Format.
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* emacs—el: die nicht kompilierten Bibliotheksdateien in Emacs Lisp. Sie sind
wihrend der Laufzeit nicht erforderlich.

* Verschiedene Add-On-Pakete konnen bei Bedarf installiert werden: emacs—auctex

(LaTeX), psgml (SGML und XML), gnuserv (Client- und Server-Vorginge) und
andere.

18.2 Virtuelle Konsolen

Linux ist ein Multitasking-System fiir den Mehrbenutzerbetrieb. Die Vorteile dieser
Funktionen konnen auch auf einem eigenstdndigen PC-System genutzt werden. Im
Textmodus stehen sechs virtuelle Konsolen zur Verfiigung. Mit den Tastenkombinatio-
nen Alt + F1 bis Alt + F6 konnen Sie zwischen den Konsolen umschalten. Die siebte
Konsole ist fiir X und reserviert und in der zehnten Konsole werden Kernel-Meldungen
angezeigt. Durch Andern der Datei /etc/inittab kénnen mehrere oder weniger
Konsolen zugewiesen werden.

Wenn Sie von X ohne Herunterfahren zu einer anderen Konsole wechseln moéchten,
verwenden Sie die Tastenkombinationen Strg + Alt + F1 bis Strg + Alt + F6. Mit Alt +
F7 kehren Sie zu X zuriick.

18.3 Tastaturzuordnung

Um die Tastaturzuordnung der Programme zu standardisieren, wurden Anderungen an
folgenden Dateien vorgenommen:

/etc/inputrc

/etc/X11/Xmodmap

/etc/skel/.emacs

/etc/skel/.gnu-emacs

/etc/skel/.vimrc

/etc/csh.cshrc

/etc/termcap

/usr/share/terminfo/x/xterm
/usr/share/X11/app-defaults/XTerm
/usr/share/emacs/VERSION/site-lisp/term/*.el

Diese Anderungen betreffen nur Anwendungen, die t erminfo-Eintrige verwenden
oder deren Konfigurationsdateien direkt gedndert werden (vi, emacs usw.). Anwen-
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dungen, die nicht im Lieferumfang des Systems enthalten sind, sollten an diese Standards
angepasst werden.

Unter X kann die Compose-Taste (Multi-Key) gemil /et c/X11/Xmodmap aktiviert
werden.

Weitere Einstellungen sind mit der X-Tastaturerweiterung (XKB) moglich. Diese
Erweiterung wird auch von den Desktop-Umgebungen GNOME (gswitchit) und KDE
(kxkb) verwendet.

TIPP: Weiterfiihrende Informationen

Informationen zu XKB finden Sie in den Dokumenten, die unter /usr/share/
doc/packages/xkeyboard—-config (Teil des Pakets xkeyboard—-config)
aufgelistet sind.

18.4 Sprach- und landerspezifische
Einstellungen

Das System wurde zu einem grof3en Teil internationalisiert und kann flexibel an lokale
Gegebenheiten angepasst werden. Anders ausgedriickt: Die Internationalisierung (/1/8N)
ermoglicht spezielle Lokalisierungen (L10N). Die Abkiirzungen I18N und L10N wurden
von den ersten und letzten Buchstaben der englischsprachigen Begriffe und der Anzahl
der dazwischen stehenden ausgelassenen Buchstaben abgeleitet.

Die Einstellungen werden mit LC_-Variablen vorgenommen, die in der Datei /etc/
sysconfig/language definiert sind. Dies bezieht sich nicht nur auf die native
Sprachunterstiitzung , sondern auch auf die Kategorien Meldungen (Sprache) Zeichen-
satz, Sortierreihenfolge, Uhrzeit und Datum, Zahlen und Wéhrung. Diese Kategorien
konnen direkt {iber eine eigene Variable oder indirekt mit einer Master-Variable in der
Datei 1anguage festgelegt werden (weitere Informationen erhalten Sie auf der man-
Seite zu 1ocale).
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RC_LC_MESSAGES, RC_LC_CTYPE, RC_LC_COLLATE, RC_LC_TIME,
RC_LC_NUMERIC, RC_LC_MONETARY
Diese Variablen werden ohne das Prafix RC__an die Shell weitergegeben und stehen
fiir die aufgelisteten Kategorien. Die betreffenden Shell-Profile werden unten auf-
gefiihrt. Die aktuelle Einstellung l4sst sich mit dem Befehl 1ocale anzeigen.

RC_LC_ALL
Sofern diese Variable festgelegt ist, setzt Sie die Werte der bereits erwéhnten
Variablen aufer Kraft.

RC_LANG
Falls keine der zuvor genannten Variablen festgelegt ist, ist dies das Fallback.
StandardmidBig wird nur RC_LANG festgelegt. Dadurch wird es fiir die Benutzer
einfacher, eigene Werte einzugeben.

ROOT_USES_LANG
Eine Variable, die entweder den Wert ye s oder den Wert no aufweist. Wenn die
Variable auf no gesetzt ist, funktioniert root immer in der POSIX-Umgebung.

Die Variablen konnen iiber den sysconfig-Editor von YaST (siehe Abschnitt 16.3.1,
,Andern der Systemkonfiguration mithilfe des YaST-Editors "sysconfig"“ (S. 268))
festgelegt werden. Der Wert einer solchen Variable enthdlt den Sprachcode, den Lan-
dercode, die Codierung und einen Modifier. Die einzelnen Komponenten werden durch
Sonderzeichen verbunden:

LANG=<language> [ [_<COUNTRY>] .<Encoding>[@<Modifier>]]

18.4.1 Beispiele

Sprach- und Landercode sollten immer gleichzeitig eingestellt werden. Die Sprachein-
stellungen entsprechen der Norm ISO 639, die unter http: //www.evertype.com/
standards/is0639/is0639-en.html und http://www.loc.gov/
standards/1is0639-2/ verfiigbar ist. Die in ISO 3166 aufgefiihrten Landercodes
sind unter http://www.din.de/gremien/nas/nabd/iso3166ma/
codlstpl/en_listpl.html verfligbar.

Es ist nur sinnvoll, Werte festzulegen, fiir die verwendbare Beschreibungsdateien unter
/usr/lib/locale zu finden sind. Anhand der Dateien in /usr/share/118n
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konnen mit dem Befehl 1ocaledef zusitzliche Beschreibungsdateien erstellt werden.
Die Beschreibungsdateien sind Bestandteil des Pakets glibc-il8ndata. Eine

Beschreibungsdatei fiir en_US . UTF-8 (fiir Englisch und USA) kann beispielsweise
wie folgt erstellt werden:

localedef -1 en_US —-f UTF-8 en_US.UTF-8

LANG=en_US.UTF-8
Dies ist die Standardeinstellung, wenn wahrend der Installation US-Englisch aus-
gewdhlt wurde. Wenn Sie eine andere Sprache ausgewihlt haben, wird diese
Sprache ebenfalls mit der Zeichencodierung UTF-8 aktiviert.

LANG=en_US.IS0-8859-1
Hiermit wird als Sprache Englisch, als Land die USA und als Zeichensatz
IS0-8859-1 festgelegt. In diesem Zeichensatz wird das Eurozeichen nicht
unterstiitzt, es kann jedoch gelegentlich in Programmen niitzlich sein, die nicht fiir
die UTF-8-Unterstiitzung aktualisiert wurden. Die Zeichenkette, mit der der Zei-
chensatz definiert wird (in diesem Fall ISO0-8859-1), wird anschlieSend von
Programmen, wie Emacs, ausgewertet.

LANG=en_TIE@euro
Im oben genannten Beispiel wird das Eurozeichen explizit in die Spracheinstellung
aufgenommen. Diese Einstellung ist nun grundsétzlich iiberfliissig, da UTF-8 auch
das Eurosymbol enthilt. Sie ist nur niitzlich, wenn eine Anwendung ISO-8859-15
anstelle von UTF-8 unterstiitzt.

SuSEconfig liest die Variablen in /etc/sysconfig/language und speichert die
erforderlichen Anderungen in /etc/SuSEconfig/profile und /etc/
SuSEconfig/csh.cshrc. /etc/SuSEconfig/profilevon/etc/profile
gelesen oder als Quelle verwendet. /etc/SuSEconfig/csh.cshrc wird von
/etc/csh.cshrc als Quelle verwendet. Auf diese Weise werden die Einstellungen
systemweit verfligbar.

Die Benutzer konnen die Standardeinstellungen des Systems au3er Kraft setzen, indem
Sie die Datei ~/ . bashr c entsprechend bearbeiten. Wenn Sie die systemiibergreifende
Einstellung en_ US fiir Programmmeldungen beispielsweise nicht verwenden méochten,
nehmen Sie beispielsweise LC_MESSAGES=es_ES auf, damit die Meldungen statt-
dessen auf Spanisch angezeigt werden.
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18.4.2 Locale-Einstellungen in ~/.i18n

Wenn Sie mit den Locale-Systemstandardwerten nicht zufrieden sind, kénnen Sie die
Einstellungen in ~/ . 118n dndern. Achten Sie dabei jedoch auf die Einhaltung der
Bash-Scripting-Syntax. Die Eintrdge in ~/ . 118n setzen die Systemstandardwerte aus
/etc/sysconfig/language auller Kraft. Verwenden Sie dieselben Variablenna-
men, jedoch ohne die RC_ -Préfixe flir den Namespace, also beispielsweise LANG anstatt
RC_LANG:

LANG=cs_CZ.UTF-8
LC_COLLATE=C

18.4.3 Einstellungen fiir die
Sprachunterstiitzung

Die Dateien in der Kategorie Meldungen werden generell im entsprechenden Sprach-
verzeichnis (wie beispielsweise en) gespeichert, damit ein Fallback vorhanden ist.
Wenn Sie fiir LANG den Wert en_US festlegen und in /usr/share/locale/en
_US/LC_MESSAGES keine Meldungsdatei vorhanden ist, wird ein Fallback auf /usr/
share/locale/en/LC_MESSAGES ausgefiihrt.

Dariiber hinaus kann eine Fallback-Kette definiert werden, beispielsweise fiir Bretonisch
zu Franzosisch oder fiir Galizisch zu Spanisch oder Portugiesisch:

LANGUAGE="br_FR:fr FR"
LANGUAGE="gl_ES:es_ES:pt_PT"

Wenn Sie mdchten, kdnnen Sie die norwegischen Varianten Nynorsk und Bokmal (mit
zusdtzlichem Fallback auf no) verwenden:

LANG="nn_NO"
LANGUAGE="nn_NO:nb_NO:no"
oder

LANG="nb_NO"
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LANGUAGE="nb_NO:nn_NO:no"
Beachten Sie, das bei Norwegisch auch LC_TIME anders behandelt wird.

Ein mogliches Problem ist, dass ein Trennzeichen, das zum Trennen von Zifferngruppen
verwendet wird, nicht richtig erkannt wird. Dies passiert, wenn LANG auf einen aus
zwei Buchstaben bestehenden Sprachcode wie de eingestellt ist, die Definitionsdatei,
die glibc verwendet, jedochin /usr/share/lib/de_DE/LC_NUMERIC gespeichert
ist. Daher muss LC_NUMERIC auf de_DE gesetzt sein, damit das System die Trenn-
zeichendefinition erkennen kann.

18.4.4 Weiterfiihrende Informationen

» The GNU C Library Reference Manual, Kapitel "Locales and Internationalization".
Dieses Handbuch ist in gl ibc—info enthalten.

+ Markus Kuhn, UTF-8 and Unicode FAQ for Unix/Linux, momentan verfligbar unter
http://www.cl.cam.ac.uk/~mgk25/unicode.html.

* Unicode-Howto, von Bruno Haible: /usr/share/doc/howto/en/txt/
Unicode-HOWTO. gz (package howto).
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Gerdatemanagemet iiber
dynamischen Kernel mithilfe
von udev

Der Kernel kann fast jedes Gerit in einem laufenden System hinzufiigen oder entfernen.
Anderungen des Geritestatus (ob ein Gerit angeschlossen oder entfernt wird) miissen
an den userspace weitergegeben werden. Gerdte miissen konfiguriert werden, sobald
sie angeschlossen und erkannt wurden. Die Benutzer eines bestimmten Geréts miissen
{iber Anderungen im erkannten Status dieses Gerits informiert werden. udev bietet die
erforderliche Infrastruktur, um die Gerdteknotendateien und symbolischen Links im

/ dev-Verzeichnis dynamisch zu warten. udev-Regeln bieten eine Methode, um externe
Werkzeuge an die Ereignisverarbeitung des Kernelgerats anzuschlieen. Auf diese
Weise konnen Sie die udev-Gerédtebehandlung anpassen. Beispielsweise, indem Sie
bestimmte Skripten hinzufiigen, die als Teil der Kernel-Gerdtebehandlung ausgefiihrt
werden, oder indem Sie zusédtzliche Daten zur Auswertung bei der Geritebehandlung
anfordern und importieren.

19.1 Das /dev-Verzeichnis

Die Geriteknoten im /dev-Verzeichnis ermdglichen den Zugriff auf die entsprechenden
Kernel-Gerite. Mithilfe von udev spiegelt das /dev-Verzeichnis den aktuellen Status
des Kernel wieder. Jedes Kernel-Gerit verfiigt {iber eine entsprechende Gerdtedatei.
Falls ein Gerédt vom System getrennt wird, wird der Gerdteknoten entfernt.

Der Inhalt des / dev-Verzeichnisses wird auf einem temporédren Dateisystem gespeichert
und alle Dateien werden bei jedem Systemstart gerendert. Manuell erstellte oder bear-
beitete Dateien sind nicht dazu ausgelegt, einen Neustart zu {iberstehen. Statische

Geratemanagemet liber dynamischen Kernel mithilfe von udev

31



312

Dateien und Verzeichnisse, die unabhéngig vom Status des entsprechenden Kernel-
Gerits immer im /dev-Verzeichnis vorhanden sein sollten, kénnen im Verzeichnis
/lib/udev/devices platziert werden. Beim Systemstart wird der Inhalt des ent-
sprechenden Verzeichnisses in das /dev-Verzeichnis kopiert und erhilt dieselbe
Eigentlimerschaft und dieselben Berechtigungen wie die Dateien in /1ib/udev/
devices.

19.2 Kernel-uevents und udev

Die erforderlichen Geréteinformationen werden vom sysfs-Dateisystem exportiert. Fiir
jedes Gerit, das der Kernel erkannt und initialisiert hat, wird ein Verzeichnis mit dem
Geridtenamen erstellt. Es enthdlt Attributdateien mit gerdtespezifischen Eigenschaften.

Jedes Mal, wenn ein Gerét hinzugefiigt oder entfernt wird, sendet der Kernel ein uevent,
um udev iiber die Anderung zu informieren. Der udev-Daemon liest und analysiert alle
angegebenen Regeln aus den /etc/udev/rules.d/*.rules-Dateien einmalig
beim Start und speichert diese. Wenn Regeldateien gedndert, hinzugefiigt oder entfernt
werden, kann der Ddmon die Arbeitsspeicherreprisentation aller Regeln mithilfe des
Kommandos udevadm control reload_rules wieder laden. Dies ist auch
beim Ausfithren von /etc/init.d/boot.udev reload moglich. Weitere
Informationen zu den udev-Regeln und deren Syntax finden Sie unter Abschnitt 19.6,
,Einflussnahme auf das Gerdtemanagemet iiber dynamischen Kernel mithilfe von udev-
Regeln“ (S. 316).

Jedes empfangene Ereignis wird mit dem Satz der angegebenen Regeln abgeglichen.
Die Regeln konnen Ereignisergebnisschliissel hinzufiigen oder dndern, einen
bestimmten Namen fiir den zu erstellenden Geriteknoten anfordern, auf den Knoten
verweisende Symlinks hinzufiigen oder Programme hinzufiigen, die ausgefiihrt werden
sollen, nachdem der Geriteknoten erstellt wurde. Die Treiber-Core-uevents werden
von einem Kernel-Netlink-Socket empfangen.
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19.3 Treiber, Kernel-Module und
Gerate

Die Kernel-Bus-Treiber priifen, ob Gerite vorhanden sind. Fiir jedes erkannte Gerit
erstellt der Kernel eine interne Geritestruktur, wihrend der Treiber-Core ein uevent an
den udev-Damon sendet. Bus-Geréte identifizieren sich mithilfe einer speziell forma-
tierten ID, die Auskunft {iber die Art des Gerits gibt. Normalerweise bestehen diese
IDs aus einer Hersteller- und einer Produkt-ID und anderen das Subsystem betreffenden
Werten. Jeder Bus weist ein eigenes Schema fiir diese IDs auf, das so genannte
MODALIAS-Schema. Der Kernel bedient sich der Geridteinformationen, verfasst daraus
eine MODALTIAS-ID-Zeichenkette und sendet diese Zeichenkette zusammen mit dem
Ereignis. Beispiel fiir eine USB-Maus:

MODALIAS=usb:v046DpCO03Ed2000dc00dsc00dp00ic03isc01lip02

Jeder Geritetreiber verfiigt {iber eine Liste bekannter Aliasse fiir Gerite, die er behandeln
kann. Die Liste ist in der Kernel-Moduldatei selbst enthalten. Das Programm depmod
liest die ID-Listen und erstellt die Datei modules.alias im Verzeichnis /1ib/

modules des Kernel fiir alle zurzeit verfiigbaren Module. Bei dieser Infrastruktur ist
das Laden des Moduls ein ebenso miiheloser Vorgang, wie das Aufrufen von modprobe
fiir jedes Ereignis, das {iber einen MODAL I AS-Schliissel verfiigt. Falls modprobe

SMODALTIAS aufgerufen wird, gleicht es den fiir das Gerit verfassten Gerdte-Alias mit
den Aliassen von den Modulen ab. Falls ein {ibereinstimmender Eintrag gefunden wird,
wird das entsprechende Modul geladen. Dies alles wird automatisch von udev ausgelost.

19.4 Booten und erstes Einrichten des
Gerats

Alle Geridteereignisse, die wihrend des Bootvorgangs stattfinden, bevor der udev-
Daemon ausgefiihrt wird, gehen verloren. Dies liegt daran, dass die Infrastruktur fiir
die Behandlung dieser Ereignisse sich auf dem Root-Dateisystem befindet und zu diesem
Zeitpunkt nicht verfiigbar ist. Diesen Verlust fangt der Kernel mit der Datei uevent
ab, die sich im Gerdteverzeichnis jedes Geridts im sysfs-Dateisystem befindet. Durch
das Schreiben von add in die entsprechende Datei sendet der Kernel dasselbe Ereignis,
das wihrend des Bootvorgangs verloren gegangen ist, neu. Eine einfache Schleife {iber
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alle uevent-Dateien in /sy s 16st alle Ereignisse erneut aus, um die Gerdteknoten zu
erstellen und die Gerateeinrichtung durchzufiihren.

Beispielsweise kann eine USB-Maus, die wéahrend des Bootvorgangs vorhanden ist,
nicht durch die frithe Bootlogik initialisiert werden, da der Treiber zum entsprechenden
Zeitpunkt nicht verfiigbar ist. Das Ereignis fiir die Geriteerkennung ist verloren
gegangen und konnte kein Kernel-Modul fiir das Gerét finden. Anstatt manuell nach
moglicherweise angeschlossenen Gerdten zu suchen, fordert udev lediglich alle Geri-
teereignisse aus dem Kernel an, wenn das Root-Dateisystem verfiigbar ist. Das Ereignis
fiir die USB-Maus wird also lediglich erneut ausgefiihrt. Jetzt wird das Kernel-Modul
auf dem eingehdngten Root-Dateisystem gefunden und die USB-Maus kann initialisiert
werden.

Von userspace aus gibt es keinen erkennbaren Unterschied zwischen einer coldplug-
Geritesequenz und einer Gerdteerkennung wihrend der Laufzeit. In beiden Féllen
werden dieselben Regeln fiir den Abgleich verwendet und dieselben konfigurierten
Programme ausgefiihrt.

19.5 Uberwachen des aktiven
udev-Daemons

Das Programm udevadm monitor kann verwendet werden, um die Treiber-Core-
Ereignisse und das Timing der udev-Ereignisprozesse zu visualisieren.

UEVENT[1185238505.276660] add /devices/pci0000:00/0000:00:1d.2/usb3/3-1
(usb)

UDEV  [1185238505.279198] add /devices/pci0000:00/0000:00:1d.2/usb3/3-1
(usb)

UEVENT[1185238505.279527] add
/devices/pci0000:00/0000:00:1d.2/usb3/3-1/3-1:1.0 (usb)

UDEV  [1185238505.285573] add
/devices/pci0000:00/0000:00:1d.2/usb3/3-1/3-1:1.0 (usb)
UEVENT[1185238505.298878] add
/devices/pci0000:00/0000:00:1d.2/usb3/3-1/3-1:1.0/input/inputl0 (input)

UDEV  [1185238505.305026] add
/devices/pci0000:00/0000:00:1d.2/usb3/3-1/3-1:1.0/input/inputl0 (input)
UEVENT[1185238505.305442] add
/devices/pci0000:00/0000:00:1d.2/usb3/3-1/3-1:1.0/input/inputl0/mouse2 (input)
UEVENT[1185238505.306440] add
/devices/pci0000:00/0000:00:1d.2/usb3/3-1/3-1:1.0/input/inputl0/event4 (input)
UDEV  [1185238505.325384] add
/devices/pci0000:00/0000:00:1d.2/usb3/3-1/3-1:1.0/input/inputl0/event4 (input)
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UDEV  [1185238505.342257] add
/devices/pci0000:00/0000:00:1d.2/usb3/3-1/3-1:1.0/input/inputl0/mouse2 (input)

Die UEVENT-Zeilen zeigen die Ereignisse an, die der Kernel an Netlink gesendet hat.
Die UDEV-Zeilen zeigen die fertig gestellten udev-Ereignisbehandlungsroutinen an.
Das Timing wird in Mikrosekunden angegeben. Die Zeit zwischen UEVENT und UDEV
ist die Zeit, die udev benétigt hat, um dieses Ereignis zu verarbeiten oder der udev-
Daemon hat eine Verzégerung bei der Ausfiihrung der Synchronisierung dieses Ereig-
nisses mit zugehorigen und bereits ausgefiihrten Ereignissen erfahren. Beispielsweise
warten Ereignisse fiir Festplattenpartitionen immer, bis das Ereignis fiir den primiren
Datentrager fertig gestellt ist, da die Partitionsereignisse moglicherweise auf die Daten
angewiesen sind, die das Ereignis fiir den priméren Datentridger von der Hardware
angefordert hat.

udevadm monitor --env zeigt die vollstindige Ereignisumgebung an:

ACTION=add
DEVPATH=/devices/pci0000:00/0000:00:1d.2/usb3/3-1/3-1:1.0/input/inputl0
SUBSYSTEM=input

SEQNUM=1181

NAME="Logitech USB-PS/2 Optical Mouse"
PHYS="usb-0000:00:1d.2-1/input0"

UNIQ=""

EV="7

KEY=70000 0 0 0 O

REL=103
MODALIAS=input:b0003v046DpCO03Ee0110-e0,1,2,k110,111,112,r0,1,8,amlsfw

udev sendet auch Meldungen an syslog. Die Standard-syslog-Prioritét, die steuert,
welche Meldungen an syslog gesendet werden, wird in der udev-Konfigurationsdatei
/etc/udev/udev. cont angegeben. Die Protokollprioritit des ausgefiithrten Ddmons
kann mitudevadm control log_priority=I1evel/number geindert werden.
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19.6 Einflussnahme auf das
Geratemanagemet iiber
dynamischen Kernel mithilfe
von udev-Regeln

Eine udev-Regel kann mit einer beliebigen Eigenschaft abgeglichen werden, die der
Kernel der Ereignisliste hinzufiigt oder mit beliebigen Informationen, die der Kernel
in sysfs exportiert. Die Regel kann auch zusétzliche Informationen aus externen
Programmen anfordern. Jedes Ereignis wird gegen alle angegebenen Regeln abgeglichen.
Alle Regeln befinden sich im Verzeichnis /etc/udev/rules.d/.

Jede Zeile in der Regeldatei enthidlt mindestens ein Schliisselwertepaar. Es gibt zwei
Arten von Schliisseln: die Ubereinstimmungsschliissel und Zuweisungsschliissel. Wenn
alle Ubereinstimmungsschliissel mit ihren Werten iibereinstimmen, wird diese Regel
angewendet und der angegebene Wert wird den Zuweisungsschliisseln zugewiesen.
Eine libereinstimmende Regel kann den Namen des Gerdteknotens angeben, auf den
Knoten verweisende Symlinks hinzufiigen oder ein bestimmtes Programm als Teil der
Ereignisbehandlung ausfiihren. Falls keine iibereinstimmende Regel gefunden wird,
wird der standardméBige Gerdteknotenname verwendet, um den Gerdteknoten zu
erstellen. Ausfiihrliche Informationen zur Regelsyntax und den bereitgestellten
Schliisseln zum Abgleichen oder Importieren von Daten werden auf der man-Seite von
udev beschrieben. Nachfolgend finden Sie einige Beispielregeln, die Sie in die grund-
legende Regelsyntax von udev einfiihren. Sdmtliche Beispielregeln stammen aus dem
udev-Standardregelsatz, der sichin /etc/udev/rules.d/50-udev-default
.rules befindet.

Beispiel 19.1 udev-Beispielregeln

# console
KERNEL=="console", MODE="0600", OPTIONS="last_rule"

# serial devices
KERNEL=="ttyUSB*", ATTRS{product}=="[Pplalm*Handheld*", SYMLINK+="pilot"

# printer
SUBSYSTEM=="usb", KERNEL=="1p*", NAME="usb/%k", SYMLINK+="usb%k", GROUP="1p"

# kernel firmware loader
SUBSYSTEM=="firmware", ACTION=="add", RUN+="firmware.sh"
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Die Regel Konsole besteht aus drei Schliisseln: einem Ubereinstimmungsschliissel
(KERNEL) und zwei Zuweisungsschliisseln (MODE, OPT IONS). Der Ubereinstimmungs-
schliissel KERNEL durchsucht die Gerételiste nach Elementen des Typs console.
Nur exakte Ubereinstimmungen sind giiltig und 16sen die Ausfiihrung dieser Regel aus.
Der Zuweisungsschliissel MODE weist dem Gerdteknoten spezielle Berechtigungen zu,
in diesem Fall Lese- und Schreibberechtigung nur fiir den Eigentiimer des Gerits. Der
Schliissel OPTIONS bewirkt, dass diese Regel auf Gerdte dieses Typs als letzte Regel
angewendet wird. Alle nachfolgenden Regeln, die mit diesem Gerétetyp {ibereinstimmen,
werden nicht mehr angewendet.

DieRegel serial devicesstehtin 50-udev-default.rules nicht mehr zur
Verfiigung; es lohnt sich jedoch, sie sich dennoch anzusehen. Sie besteht aus zwei
Ubereinstimmungsschliisseln (KERNEL und ATTRS) und einem Zuweisungsschliissel
(SYMLINK). Der Ubereinstimmungsschliissel KERNEL sucht nach allen Geriten des
Typs ttyUSB. Durch den Platzhalter * trifft dieser Schliissel auf mehrere dieser
Gerite zu. Der zweite Ubereinstimmungsschliissel (AT TRS) iiberpriift, ob die Attribut-
datei product in sysfs der jeweiligen t t yUSB-Gerdte eine bestimmte Zeichenkette
enthidlt. Der Zuweisungsschliissel SYMLINK bewirkt, dass dem Gerit unter /dev/
pilot ein symbolischer Link hinzugefiigt wird. Der Operator dieses Schliissels (+=)
weist udev an, diese Aktion auch dann auszufiihren, wenn dem Gerit bereits durch
frithere (oder auch erst durch spdtere) Regeln andere symbolische Links hinzugefiigt
wurden. Die Regel wird nur angewendet, wenn die Bedingungen beider Ubereinstim-
mungsschliissel erfiillt sind.

Die Regel printer gilt nur fiir USB-Drucker. Sie enthilt zwei Ubereinstimmungs-
schliissel (SUBSYSTEM und KERNEL), die beide zutreffen miissen, damit die Regel
angewendet wird. Die drei Zuweisungsschliissel legen den Namen dieses Geritetyps
fest (NAME), die Erstellung symbolischer Gerdtelinks (SYML INK) sowie die Gruppen-
mitgliedschaft dieses Gerdtetyps (GROUP). Durch den Platzhalter * im Schliissel
KERNEL trifft diese Regel auf mehrere 1p-Druckergerite zu. Sowohl der Schliissel
NAME als auch der Schliissel SYMLINK verwenden Ersetzungen, durch die der Zeichen-
kette der interne Gerdtename hinzugefiigt wird. Der symbolische Link fiir den ersten
1p-USB-Drucker wiirde zum Beispiel /dev/usblp0 lauten.

Die Regel kernel firmware loader weist udev an, wihrend der Laufzeit wei-
tere Firmware mittels eines externen Hilfsskripts zu laden. Der Ubereinstimmungsschliis-
sel SUBSYSTEM sucht nach dem Subsystem firmware. Der Schliissel ACTION
tiberpriift, ob bereits Gerdte des Subsystems £ irmware hinzugefiigt wurden. Der
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Schliissel RUN+= 10st die Ausfithrung des Skripts f irmware . sh aus, das die noch
zu ladende Firmware lokalisiert.

Die folgenden allgemeinen Eigenschaften treffen auf alle Regeln zu:

+ Jede Regel besteht aus einem oder mehreren, durch Kommas getrennten Schliissel-
/Wertepaaren.

+ Die Aktion eines Schliissels wird durch seinen Operator festgelegt. udev-Regeln
unterstiitzen verschiedene Operatoren.

+ Jeder angegebene Wert muss in Anfiihrungszeichen eingeschlossen sein.

+ Jede Zeile der Regeldatei stellt eine Regel dar. Falls eine Regel ldnger als eine Zeile
ist, verbinden Sie die Zeilen wie bei jeder anderen Shell-Syntax mit \.

« udev-Regeln unterstiitzen Shell-typische Ubereinstimmungsregeln fiir die Schemata
* 2und [].

+ udev-Regeln unterstiitzen Ersetzungen.

19.6.1 Verwenden von Operatoren in
udev-Regeln

Bei der Erstellung von Schliisseln stehen Thnen je nach gewiinschtem Schliisseltyp
verschiedene Operatoren zur Auswahl. Ubereinstimmungsschliissel werden in der Regel
nur zum Auffinden eines Wertes verwendet, der entweder mit dem Suchwert {iberein-
stimmt oder explizit nicht mit dem gesuchten Wert iibereinstimmt. Ubereinstimmungs-
schliissel enthalten einen der folgenden Operatoren:

Suche nach libereinstimmendem Wert. Wenn der Schliissel ein Suchschema enthilt,
sind alle Ergebnisse giiltig, die mit diesem Schema iibereinstimmen.

Suche nach nicht iibereinstimmendem Wert. Wenn der Schliissel ein Suchschema
enthdlt, sind alle Ergebnisse giiltig, die mit diesem Schema {ibereinstimmen.

Folgende Operatoren konnen fiir Zuweisungsschliissel verwendet werden:
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Weist einem Schliissel einen Wert zu. Wenn der Schliissel zuvor aus einer Liste
mit mehreren Werten bestand, wird der Schliissel durch diesen Operator auf diesen
Einzelwert zuriickgesetzt.

Fiigt einem Schliissel, der eine Liste mehrerer Eintridge enthilt, einen Wert hinzu.

Weist einen endgiiltigen Wert zu. Eine spitere Anderung durch nachfolgende
Regeln ist nicht moglich.

19.6.2 Verwenden von Ersetzungen in
udev-Regeln

udev-Regeln unterstiitzen sowohl Platzhalter als auch Ersetzungen. Diese setzen Sie
genauso ein wie in anderen Skripten. Folgende Ersetzungen kdnnen in udev-Regeln
verwendet werden:

$r, Sroot
StandardmidfBig das Gerdteverzeichnis /dev.

%p, Sdevpath
Der Wert von DEVPATH.

%k, Skernel
Der Wert von KERNEL oder der interne Geritename.

%n, Snumber
Die Gerdtenummer.

%N, Stempnode
Der tempordre Name der Gerdtedatei.

%M, Smajor
Die hochste Nummer des Gerits.
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$m, Sminor
Die niedrigste Nummer des Gerits.

$s{attribute}, Sattr{attribute}
Der Wert eines sysfs-Attributs (das durch att ribute festgelegt ist).

$E{variable}, Sattr{variable}
Der Wert einer Umgebungsvariablen (die durch variable festgelegt ist).

%c, Sresult
Die Ausgabe von PROGRAM.

o°
o°

Das %-Zeichen.

$$
Das $-Zeichen.

19.6.3 Verwenden von
udev-Ubereinstimmungsschliisseln

Ubereinstimmungsschliissel legen Bedingungen fest, die erfiillt sein miissen, damit eine
udev-Regel angewendet werden kann. Folgende Ubereinstimmungsschliissel sind ver-
fiigbar:

ACTION
Der Name der Ereignisaktion, z. B. add oder remove beim Hinzufiigen oder
Entfernen eines Geréts.

DEVPATH
Der Geritepfad des Ereignisgeréts, zum Beispiel
DEVPATH=/bus/pci/drivers/ipw3945 fiir die Suche nach allen Ereignissen
in Zusammenhang mit dem Treiber ipw3945.

KERNEL
Der interne Name (Kernel-Name) des Ereignisgerits.
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SUBSYSTEM
Das Subsystem des Ereignisgerits, zum Beispiel SUBSYSTEM=usb fiir alle
Ereignisse in Zusammenhang mit USB-Geriten.

ATTR{Dateiname}
sysfs-Attribute des Ereignisgeréts. Fiir die Suche nach einer Zeichenkette im
Attributdateinamen vendor kénnen Sie beispielsweise
ATTR{vendor}=="0n[sS]tream" verwenden.

KERNELS
Weist udev an, den Geritepfad aufwérts nach einem iibereinstimmenden Geriten-
amen zu durchsuchen.

SUBSYSTEMS
Weist udev an, den Gerdtepfad aufwirts nach einem iibereinstimmenden Geréte-
Subsystemnamen zu durchsuchen.

DRIVERS
Weist udev an, den Gerdtepfad aufwirts nach einem iibereinstimmenden Gerétetrei-
bernamen zu durchsuchen.

ATTRS{Dateiname}
Weist udev an, den Gerdtepfad aufwérts nach einem Gerit mit iibereinstimmenden
sysfs-Attributwerten zu durchsuchen.

ENV{Schliissel}
Der Wert einer Umgebungsvariablen, zum Beispiel ENV{ID_BUS}="ieeel1394
fiir die Suche nach allen Ereignissen in Zusammenhang mit der FireWire-Bus-ID.

PROGRAM
Weist udev an, ein externes Programm auszufiihren. Damit es erfolgreich ist, muss
das Programm mit Beendigungscode Null abschlieen. Die Programmausgabe wird
in stdout geschrieben und steht dem Schliissel RESULT zur Verfiigung.

RESULT
Uberpriift die Riickgabezeichenkette des letzten PROGRAM-Aufrufs. Diesen
Schliissel konnen Sie entweder sofort der Regel mit dem PROGRAM-Schliissel
hinzufiigen oder erst einer nachfolgenden Regel.
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19.6.4 Verwenden von
udev-Zuweisungsschliisseln

Im Gegensatz zu den oben beschriebenen Ubereinstimmungsschliisseln beschreiben
Zuweisungsschliissel keine Bedingungen, die erfiillt werden miissen. Sie weisen den
Gerdteknoten, die von udev gewartet werden, Werte, Namen und Aktionen zu.

NAME
Der Name des zu erstellenden Geriteknotens. Nachdem der Knotenname durch
eine Regel festgelegt wurde, werden alle anderen Regeln mit dem Schliissel NAME,
die auf diesen Knoten zutreffen, ignoriert.

SYMLINK
Der Name eines symbolischen Links, der dem zu erstellenden Knoten hinzugefiigt
werden soll. Einem Gerdteknoten kdnnen mittels mehrerer Zuweisungsregeln
mehrere symbolische Links hinzugefiigt werden. Ebenso kénnen Sie aber mehrere
symbolische Links fiir einen Knoten auch in einer Regel angeben. Die Namen der
einzelnen Symlinks miissen in diesem Fall jeweils durch ein Leerzeichen getrennt
sein.

OWNER, GROUP, MODE
Die Berechtigungen fiir den neuen Gerdteknoten. Die hier angegebenen Werte
iberschreiben sdmtliche kompilierten Werte.

ATTR{Schliissel}
Gibt einen Wert an, der in ein sysfs-Attribut des Ereignisgerits geschrieben werden
soll. Wenn der Operator == verwendet wird, iiberpriift dieser Schliissel, ob der
Wert eines sysfs-Attributs mit dem angegebenen Wert iibereinstimmt.

ENV{Schliissel}
Weist udev an, eine Umgebungsvariable zu exportieren. Wenn der Operator ==
verwendet wird, tiberpriift dieser Schliissel, ob der Wert einer Umgebungsvariable
mit dem angegebenen Wert tibereinstimmt.

RUN
Weist udev an, der Liste der fiir dieses Gerit auszufiihrenden Programme ein Pro-
gramm hinzuzufiigen. Sie sollten hier nur sehr kurze Aufgaben angeben. Anderen-
falls laufen Sie Gefahr, dass weitere Ereignisse fiir dieses Gerdt blockiert werden.
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LABEL
Fiigt der Regel eine Bezeichnung hinzu, zu der ein GOTO direkt wechseln kann.

GOTO
Weist udev an, eine Reihe von Regeln auszulassen und direkt mit der Regel fortzu-
fahren, die die von GOTO angegebene Bezeichnung enthilt.

IMPORT { Typ}
Ladt Variablen in die Ereignisumgebung, beispielsweise die Ausgabe eines externen
Programms. udev kann verschiedene Variablentypen importieren. Wenn kein Typ
angegeben ist, versucht udev den Typ anhand des ausfiihrbaren Teils der Dateibe-
rechtigungen selbst zu ermitteln.

* program weist udev an, ein externes Programm auszufiihren und dessen
Ausgabe zu importieren.

* file weist udev an, eine Textdatei zu importieren.

* parent weist udev an, die gespeicherten Schliissel des iibergeordneten Gerits
zu importieren.

WAIT_FOR_SYSFS
Weist udev an, auf die Erstellung der angegebenen sysfs-Datei fiir ein bestimmtes
Gerdt zu warten. Beispiel: WAIT_FOR_SYSFS="ioerr_cnt" fordert udev auf,
so lange zu warten, bis die Datei 1 oerr_cnt erstellt wurde.

OPTIONEN
Der Schliissel OPTION kann mehrere mogliche Werte haben:

* last_rule weist udev an, alle nachfolgenden Regeln zu ignorieren.

* ignore_device weist udev an, dieses Ereignis komplett zu ignorieren.

* ignore_remove weist udev an, alle spateren Entfernungsereignisse fiir dieses

Gerdt zu ignorieren.

* all_partitions weist udev an, fiir alle vorhandenen Partitionen eines
Blockgerats Gerdteknoten zu erstellen.

Geratemanagemet liber dynamischen Kernel mithilfe von udev

323



19.7 Permanente Geratebenennung

Das dynamische Geriteverzeichnis und die Infrastruktur fiir die udev-Regeln ermdogli-
chen die Bereitstellung von stabilen Namen fiir alle Laufwerke unabhédngig von ihrer
Erkennungsreihenfolge oder der fiir das Gerit verwendeten Verbindung. Jedes geeignete
Blockgerit, das der Kernel erstellt, wird von Werkzeugen mit speziellen Kenntnissen
iber bestimmte Busse, Laufwerktypen oder Dateisysteme untersucht. Gemeinsam mit
dem vom dynamischen Kernel bereitgestellten Gerdteknotennamen unterhélt udev
Klassen permanenter symbolischer Links, die auf das Gerit verweisen:

/dev/disk

|-— by-id

| |-— scsi-SATA_HTS726060M9ATO0_MRH453M4HWHG7/B -> ../../sda

| |-— scsi-SATA_HTS726060M9ATO0_MRH453M4HWHG7B-partl —-> ../../sdal
| |-— scsi-SATA_HTS726060M9ATO0_MRH453M4HWHG7B-part6 —-> ../../sda6
| |-— scsi-SATA_HTS726060M9ATO0_MRH453M4HWHG7B-part7 —> ../../sda’7
| | -—— usb-Generic_STORAGE_DEVICE_02773 -> ../../sdd
| ' —— usb-Generic_STORAGE_DEVICE_02773-partl -> ../../sddl
| -— by-label

| |-— Photos -> ../../sddl
| |-— SUSE10 -> ../../sda7
| ‘—— devel -> ../../sdaé6
| -— by-path

|

|

|

I

|

|

I

|-— pci-0000:00:1f.2-scsi-0:0:0:0 -> ../../sda

|-— pci-0000:00:1f.2-scsi-0:0:0:0-partl -> ../../sdal
|-— pci-0000:00:1f.2-scsi-0:0:0:0-part6 -> ../../sda6
|-— pci-0000:00:1f.2-scsi-0:0:0:0-part7 —> ../../sda’7
|-— pci-0000:00:1f.2-scsi-1:0:0:0 -> ../../srO

|-— usb-02773:0:0:2 -> ../../sd

d
|-— usb-02773:0:0:2-partl —-> ../.
"—— by-uuid
|-— 159%9a47ad4-e6e6-40be-a757-a62999147%9ae -> ../../sda’l
|-— 3e999973-00c9-4917-9442-b7633bd95b% -> ../../sda6
‘—— 4210-8F8C -> ../../sddl

./sddl

19.8 Von udev verwendete Dateien

/sys/*
Virtuelles, vom Linux-Kernel bereitgestelltes Dateisystem, das alle zur Zeit
bekannten Geridte exportiert. Diese Informationen werden von udev zur Erstellung
von Gerdteknoten in /dev verwendet.
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/dev/*
Dynamisch erstellte Gerdteknoten und statische Inhalte, die beim Booten aus /1ib/
udev/devices/* kopiert werden.

Die folgenden Dateien und Verzeichnisse enthalten die entscheidenden Elemente der
udev-Infrastruktur:

/etc/udev/udev.conf
Wichtigste udev-Konfigurationsdatei.

/etc/udev/rules.d/*
udev-Ereigniszuordnungsregeln.

/lib/udev/devices/*
Statischer /dev-Inhalt.

/lib/udev/*
Von den udev-Regeln aufgerufene Helferprogramme.

19.9 Weiterfiihrende Informationen

Weitere Informationen zur udev-Infrastruktur finden Sie auf den folgenden man-Seiten:

udev
Allgemeine Informationen zu udev, Schliisseln, Regeln und anderen wichtigen
Konfigurationsbelangen.

udevadm
udevadm kann dazu verwendet werden, das Laufzeitverhalten von udev zu kontrol-
lieren, Kernel-Ereignisse abzurufen, die Ereigniswarteschlange zu verwalten und
einfache Methoden zur Fehlersuche bereitzustellen.

udevd
Informationen zum udev-Ereignisverwaltungs-Daemon.
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Bash-Shell und Bash-Skripte

Heutzutage werden zunehmend Computer mit einer grafischen Benutzeroberfliche
(GUI) wie KDE oder GNOME verwendet. Diese bieten zwar viele Funktionen, jedoch
ist ihre Verwendung beschrdnkt, was automatische Aufgaben angeht. Shells sind eine
gute Ergianzung fiir GUIs, und dieses Kapitel gibt Ihnen einen Uberblick iiber einige
Aspekte von Shells, in diesem Fall die Bash-Shell.

20.1 Was ist "die Shell"?

Traditionell handelt es sich bei der Shell um Bash (Bourne again Shell). Wenn in diesem
Kapitel die Rede von "der Shell" ist, ist die Bash-Shell gemeint. Auer Bash sind noch
weitere Shells verfiigbar (ash, csh, ksh, zsh, ...), von denen jede unterschiedliche
Funktionen und Merkmale aufweist. Wenn Sie weitere Informationen iiber andere Shells
wiinschen, suchen Sie in YaST nach shell.

20.1.1 Die Bash-Konfigurationsdateien

Eine Shell l4sst sich aufrufen als:

1. interaktive Login-Shell. Diese wird zum Anmelden bei einem Computer durch den
Aufruf von Bash mit der Option ——1o0gin verwendet oder beim Anmelden an einem
entfernten Computer mit SSH.

2. "gewohnliche" interaktive Shell. Dies ist normalerweise beim Starten von xterm,
konsole, gnome-terminal oder dhnlichen Tools der Fall.
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3. nicht interaktive Shell. Dies wird beim Aufrufen eines Shell-Skripts in der Komman-

dozeile verwendet.

Abhingig vom verwendeten Shell-Typ werden unterschiedliche Konfigurationsdateien
gelesen. Die folgenden Tabellen zeigen die Login- und Nicht-Login-Shell-Konfigurati-

onsdateien.

Tabelle 20.1 Bash-Konfigurationsdateien fiir Login-Shells

Datei

Beschreibung

/etc/profile

/etc/profile.local

/etc/profile.d/

~/.profile

Bearbeiten Sie diese Datei nicht, andernfalls konnen
Thre Anderungen bei Threm nichsten Update zerstort
werden.

Verwenden Sie diese Datei, wenn Sie /etc/
profile erweitern.

Enthilt systemweite Konfigurationsdateien fiir
bestimmte Programme

Fiigen Sie hier benutzerspezifische Konfigurationsda-
ten fiir Login-Shells ein.

Tabelle 20.2 Bash-Konfigurationsdateien fiir Nicht-Login-Shells

/etc/bash.bashrc

/etc/bash.bashrc
.local

~/bashrc

Bearbeiten Sie diese Datei nicht, andernfalls konnen
Thre Anderungen bei IThrem nichsten Update zerstort
werden.

Verwenden Sie diese Datei, um Ihre systemweiten
Anderungen nur fiir die Bash-Shell einzufiigen.

Fiigen Sie hier benutzerspezifische Konfigurationsda-
ten ein.

Daneben verwendet die Bash-Shell einige weitere Dateien:
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Tabelle 20.3 Besondere Dateien fiir die Bash-Shell

Datei Beschreibung

~/.bash_history Enthilt eine Liste aller Kommandos, die Sie
eingegeben haben.

~/.bash_logout Wird beim Abmelden ausgefiihrt.

20.1.2 Die Verzeichnisstruktur

Die folgende Tabelle bietet eine kurze Ubersicht iiber die wichtigsten Verzeichnisse
der hoheren Ebene auf einem Linux-System. Ausfiihrlichere Informationen iiber die
Verzeichnisse und wichtige Unterverzeichnisse erhalten Sie in der folgenden Liste.

Tabelle 20.4 Uberblick iiber eine Standardverzeichnisstruktur

Verzeichnis Inhalt
/ Root-Verzeichnis - Startpunkt der Verzeichnisstruktur.
/bin Grundlegende bindre Dateien, z. B. Kommandos, die der

Systemadministrator und normale Benutzer brauchen. Enthilt
gewohnlich auch die Shells, z. B. Bash.

/boot Statische Dateien des Bootloaders.

/dev Erforderliche Dateien fiir den Zugriff auf Host-spezifische
Gerdite.

/etc Host-spezifische Systemkonfigurationsdateien.

/home Enthilt die Home-Verzeichnisse aller Benutzer mit einem

Konto im System. Das Home-Verzeichnis von root befin-
det sich jedoch nicht unter /home, sondern unter /root.
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Verzeichnis Inhalt

/1lib Grundlegende freigegebene Bibliotheken und Kernel-
Module.

/media Einhidngepunkte fiir Wechselmedien.

/mnt Einhéngepunkt fiir das tempordre Einhidngen eines Dateisys-
tems.

/opt Add-on-Anwendungssoftwarepakete.

/root Home-Verzeichnis fiir den Superuser root.

/sbin Grundlegende Systembindrdateien.

/srv Daten fiir Dienste, die das System bereitstellt.

/tmp Temporire Dateien.

/usr Sekundire Hierarchie mit Nur-Lese-Daten.

/var Variable Daten wie Protokolldateien.

/windows Nur verfiigbar, wenn sowohl Microsoft Windows* als auch
Linux auf IThrem System installiert ist. Enthilt die Windows-
Daten.

Die folgende Liste bietet detailliertere Informationen und einige Beispiele fiir die
Dateien und Unterverzeichnisse, die in den Verzeichnissen verfiigbar sind:

/bin
Enthélt die grundlegenden Shell-Kommandos, die root und andere Benutzer
verwenden konnen. Zu diesen Kommandos gehoren 1s, mkdir, cp, mv, rm und
rmdir. /bin enthdlt auch Bash, die Standard-Shell in openSUSE.
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/boot
Enthilt Daten, die zum Booten erforderlich sind, wie zum Beispiel den Bootloader,
den Kernel und andere Daten, die verwendet werden, bevor der Kernel mit der
Ausfithrung von Programmen im Benutzermodus beginnt.

/dev
Enthilt Gerdtedateien, die Hardware-Komponenten darstellen.

/etc
Enthilt lokale Konfigurationsdateien, die den Betrieb von Programmen wie das X
Window System steuern konnen. Das Unterverzeichnis /etc/init .d enthilt
Skripten, die wahrend des Bootvorgangs ausgefiihrt werden.

/home/Benutzername
Enthilt die privaten Daten aller Benutzer, die ein Konto auf dem System haben.
Die Dateien, die hier gespeichert sind, konnen nur durch den Besitzer oder den
Systemadministrator gedndert werden. Standardméafig befinden sich hier Ihr E-
Mail-Verzeichnis und Ihre personliche Desktopkonfiguration in Form von verbor-
genen Dateien und Verzeichnissen. KDE-Benutzer finden die personlichen Konfi-
gurationsdaten fiir den Desktop unter . kde4, GNOME-Benutzer unter . gconf.
Informationen zu verborgenen Dateien finden Sie unter Abschnitt ,, Wichtigste
Merkmale® (Kapitel 6, Grundlegende Konzepte, 1Start).

ANMERKUNG: Home-Verzeichnis in einer Netzwerkumgebung

Wenn Sie in einer Netzwerkumgebung arbeiten, kann Ihr Home-Verzeichnis
einem von /home abweichenden Verzeichnis zugeordnet sein.

/1lib
Enthélt die grundlegenden freigegebenen Bibliotheken, die zum Booten des Systems
und zur Ausfiihrung der Kommandos im Root-Dateisystem erforderlich sind.
Freigegebene Bibliotheken entsprechen in Windows DLL-Dateien.

/media
Enthilt Einhdngepunkte fiir Wechselmedien, wie zum Beispiel CD-ROMs, USB-
Sticks und Digitalkameras (sofern sie USB verwenden). Unt er/media sind belie-
bige Laufwerktypen gespeichert, mit Ausnahme der Festplatte Thres Systems.
Sobald Ihr Wechselmedium eingelegt bzw. mit dem System verbunden und einge-
hingt wurde, kénnen Sie von hier darauf zugreifen.
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/mnt
Dieses Verzeichnis bietet einen Einhdngepunkt fiir ein temporir eingehiangtes
Dateisystem. root kann hier Dateisysteme einhdngen.

/opt
Reserviert fiir die Installation von Drittanbieter-Software. Hier finden Sie optionale
Softwareprogramme und groflere Add-on-Programmpakete.

/root
Home-Verzeichnis fiir den Benutzer root. Hier befinden sich die persénlichen
Daten von "root".

/sbin
Wie durch das s angegeben, enthélt dieses Verzeichnis Dienstprogramme fiir den
Superuser. /sbin enthilt die Bindrdateien, die zusétzlich zu den Bindrdateien in
/bin zum Booten und Wiederherstellen des Systems unbedingt erforderlich sind.

/srv
Enhilt Daten fiir Dienste, die das System bereitstellt, z. B. FTP und HTTP.

/tmp
Dieses Verzeichnis wird von Programmen benutzt, die eine temporére Speicherung
von Dateien verlangen.

WICHTIG: Bereinigen des tempordren Verzeichnisses /tmp bei
Systemstart

Im Verzeichnis /tmp gespeicherte Daten werden nicht zwingend bei einem
Neustart des Systems beibehalten. Dies hdangt zum Beispiel von den Einstel-
lungen unter /etc/sysconfig/cron ab.

/usr
/usr hat nichts mit Benutzern ("user") zu tun, sondern ist das Akronym fiir UNIX-
Systemressourcen. Die Daten in /usr sind statische, schreibgeschiitzte Daten, die
auf verschiedenen Hosts freigegeben sein konnen, die den Filesystem Hierarchy
Standard (FHS) einhalten. Dieses Verzeichnis enthdlt alle Anwendungsprogramme
und bildet eine sekundire Hierarchie im Dateisystem. Dort befinden sich auch
KDE4 und GNOME. /usr enthilt eine Reihe von Unterverzeichnissen, z. B.
/usr/bin, /usr/sbin, /usr/local und /usr/share/doc.
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/usr/bin
Enthélt Programme, die fiir den allgemeinen Zugriff verfiigbar sind.

/usr/sbin
Enthélt System-Daemons und Programme, die fiir den Systemadministrator reser-
viert und zum Starten des Systems nicht zwingend erforderlich sind.

/usr/local
In diesem Verzeichnis kann der Systemadministrator lokale, verteilungsunabhén-
gige Erweiterungen installieren.

/usr/share/doc
Enthilt verschiedene Dokumentationsdateien und die Versionshinweise fiir Ihr
System. Im Unterverzeichnis Handbuch befindet sich eine Online-Version dieses
Handbuchs. Wenn mehrere Sprachen installiert sind, kann dieses Verzeichnis die
Handbiicher fiir verschiedene Sprachen enthalten.

Im Verzeichnis Pakete finden Sie die Dokumentation zu den auf Ihrem System
installierten Software-Paketen. Fiir jedes Paket wird ein Unterverzeichnis /usr/
share/doc/packages/Paketname angelegt, das hdufig README-Dateien
fiir das Paket und manchmal Beispiele, Konfigurationsdateien oder zusétzliche
Skripten umfasst.

Wenn HOWTOs (Verfahrensbeschreibungen) auf IThrem System installiert sind,
enhdlt /usr/share/doc auch das Unterverzeichnis howt o mit zusitzlicher
Dokumentation zu vielen Aufgaben im Zusammenhang mit der Einrichtung und
Ausfiihrung von Linux-Software.

/var
Wihrend /usr statische, schreibgeschiitzte Daten enthilt, ist /var fiir Daten, die
wihrend des Systembetriebs geschrieben werden und daher variabel sind, z. B.
Protokolldateien oder Spooling-Daten. Eine Ubersicht iiber die wichtigsten Proto-
kolldateien finden Sie unter /var/log/. Weitere Informationen stehen unter
Tabelle ,,Protokolldateien® (1Start) zur Verfiigung.

/windows
Nur verfiigbar, wenn sowohl Microsoft Windows als auch Linux auf Threm System
installiert ist. Enthilt die Windows-Daten, die auf der Windows-Partition Ihres
Systems verfiigbar sind. Ob Sie die Daten in diesem Verzeichnis bearbeiten konnen,
hingt vom Dateisystem ab, das [hre Windows-Partition verwendet. Falls es sich
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um FAT32 handelt, konnen Sie die Dateien in diesem Verzeichnis 6ffnen und
bearbeiten. Fiir NTFS unterstiitzt openSUSE auch den Schreibzugriff. Die Funktio-
nalitét des Treibers fiir das NTFS-3g-Dateisystem ist jedoch eingeschriankt. Weitere
Informationen dazu finden Sie unter Abschnitt 34.4, ,,Zugreifen auf Dateien auf
verschiedenen Betriebssystemen am selben Computer “ (S. 610).

20.2 Schreiben von Shell-Skripten

Shell-Skripte bieten eine bequeme Mdglichkeit, alle moglichen Aufgaben zu erledigen:
Erfassen von Daten, Suche nach einem Wort oder Begriff in einem Text und viele
andere niitzliche Dinge. Das folgende Beispiel zeigt ein kleines Shell-Skript, das einen
Text druckt:

Beispiel 20.1 Ein Shell-Skript, das einen Text druckt

#!/bin/sh @
# Output the following line: @
echo "Hello World" ©

O Dieerste Zeile beginnt mit dem Shebang -Zeichen (# ! ), das darauf hinweist, dass
es sich bei dieser Datei um ein Skript handelt. Das Skript wird mit dem Interpreter

ausgefiihrt, der nach dem Shebang angegeben ist, in diesem Fall mit /bin/sh.

® Die zweite Zeile ist ein Kommentar, der mit dem Hash-Zeichen beginnt. Es wird
empfohlen, schwierige Zeilen zu kommentieren, damit ihre Bedeutung auch spater
Kklar ist.

®  Die dritte Zeile verwendet das integrierte Kommando echo, um den entsprechen-
den Text zu drucken.

Bevor Sie dieses Skript ausfiihren konnen, miissen einige Voraussetzungen erfiillt sein:

1. Jedes Skript muss eine Shebang-Zeile enthalten. (Dies ist im obigen Beispiel bereits
der Fall.) Wenn ein Skript diese Zeile nicht enthdlt, miissen Sie den Interpreter
manuell aufrufen.

2. Sie konnen das Skript an beliebiger Stelle speichern. Jedoch empfiehlt es sich, es in
einem Verzeichnis zu speichern, in dem die Shell es finden kann. Der Suchpfad in
einer Shell wird durch die Umgebungsvariable PATH bestimmt. In der Regel verfiigt
ein normaler Benutzer {iber keinen Schreibzugriff auf /usr /bin. Daher sollten Sie
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Ihre Skripten im Benutzerverzeichnis ~/bin/ speichern. Das obige Beispiel erhilt
den Namen hello. sh.

3. Das Skript muss zum Ausfiihren von Dateien berechtigt sein. Stellen Sie die
Berechtigungen mit dem folgenden Kommando ein:

chmod +x ~/bin/hello.sh

Wenn Sie alle oben genannten Voraussetzungen erfiillt haben, konnen Sie das Skript
mithilfe der folgenden Methoden ausfiihren:

1. Als absoluten Pfad Das Skript kann mit einem absoluten Pfad ausgefiihrt werden.
In unserem Fall lautet er ~/bin/hello. sh.

2. Uberall Wenn die Umgebungsvariable PATH das Verzeichnis enthilt, in dem sich
das Skript befindet, konnen Sie das Skript einfach mit he11lo. sh ausfiihren.

20.3 Umlenken von
Kommandoereignissen

Jedes Kommando kann drei Kanile fiir Eingabe oder Ausgabe verwenden:

+ Standardausgabe Dies ist der Standardausgabe-Kanal. Immer wenn ein Kommando
eine Ausgabe erzeugt, verwendet es den Standardausgabe-Kanal.

» Standardeingabe Wenn ein Kommando Eingaben von Benutzern oder anderen
Kommandos benétigt, verwendet es diesen Kanal.

- Standardfehler Kommandos verwenden diesen Kanal zum Melden von Fehlern.
Zum Umlenken dieser Kanile bestehen folgende Moglichkeiten:

Kommando > Datei
Speichert die Ausgabe des Kommandos in eine Datei; eine etwaige bestehende
Datei wird geldscht. Beispielsweise schreibt das Kommando 1s seine Ausgabe in
die Datei 1isting.txt:

ls > listing.txt
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Kommando >> Datei
Hingt die Ausgabe des Kommandos an eine Datei an. Beispielsweise hdngt das
Kommando 1s seine Ausgabe an die Datei 1isting.txt an:

ls >> listing.txt

Kommando < Datei
Liest die Datei als Eingabe fiir das angegebene Kommando. Beispielsweise liest
das Kommando read den Inhalt der Datei in die Variable a ein:

read a < foo

Kommandol | Kommando?2
Leitet die Ausgabe des linken Kommandos als Eingabe fiir das rechte Kommando

um. Beispiel: Das Kommando cat gibt den Inhalt der Datei /proc/cpuinfo
aus. Diese Ausgabe wird von grep verwendet, um nur diejenigen Zeilen heraus-
zufiltern, die cpu enthalten:

cat /proc/cpuinfo | grep cpu
Jeder Kanal verfiigt iiber einen Dateideskriptor: 0 (Null) fiir Standardeingabe, 1 fiir
Standardausgabe und 2 fiir Standardfehler. Es ist zuldssig, diesen Dateideskriptor vor
einem <- oder >-Zeichen einzufiligen. Beispielsweise sucht die folgende Zeile nach

einer Datei, die mit £ oo beginnt, aber seine Fehlermeldungen durch Umlenkung zum
Papierkorb /dev/null unterdriickt:

find / -name "foo*" 2>/dev/null

20.4 Verwenden von Aliassen

Ein Alias ist ein Definitionskiirzel fiir einen oder mehrere Kommandos. Dies ist niitzlich,
wenn Kommandos schwer zu merken sind oder zahlreiche Optionen enthalten. Die
Syntax fiir einen Alias lautet:

alias NAME=DEFINITION
Beispielsweise definiert die folgende Zeile den Alias 1t, der eine lange Liste ausgibt

(Option 1), sie nach Anderungszeit sortiert (—t) und sie bei der Sortierung in umge-
kehrter Reihenfolge ausgibt (-r):

alias 1lt='ls -1ltr'
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Zur Anzeige aller Aliasdefinitionen verwenden Sie alias. Entfernen Sie Ihren Alias
mit unalias.

20.5 Verwenden von Variablen in der
Bash-Shell

Eine Shell-Variable kann global oder lokal sein. Auf globale Variablen, z. B. Umge-
bungsvariablen, kann in allen Shells zugegriffen werden. Lokale Variablen sind hingegen
nur in der aktuellen Shell sichtbar.

Verwenden Sie zur Anzeige von allen Umgebungsvariablen das Kommando printenv.
Wenn Sie den Wert einer Variable kennen miissen, fiigen Sie den Namen Threr Variablen
als ein Argument ein:

printenv PATH

Eine Variable (global oder lokal) kann auch mit echo angezeigt werden:

echo $PATH

Verwenden Sie zum Festlegen einer lokalen Variablen einen Variablennamen, gefolgt
vom Gleichheitszeichen und dem Wert fiir den Namen:

PROJECT="SLED"

Geben Sie keine Leerzeichen um das Gleichheitszeichen ein, sonst erhalten Sie einen
Fehler. Verwenden Sie zum Setzen einer Umgebungsvariablen export:

export NAME="tux"

Zum Entfernen einer Variable verwenden Sie unset:

unset NAME

Die folgende Tabelle enthilt einige hdufige Umgebungsvariablen, die Sie in Ihren Shell-
Skripten verwenden kénnen:

Tabelle 20.5 Niitzliche Umgebungsvariablen

HOME Home-Verzeichnis des aktuellen Benutzers
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HOST Aktueller Hostname

LANG Wenn ein Werkzeug lokalisiert wird, verwendet es die Sprache
aus dieser Umgebungsvariablen. Englisch kann auch auf C
gesetzt werden

PFAD Suchpfad der Shell, eine Liste von Verzeichnissen, die durch
Doppelpunkte getrennt sind

PS1 Gibt die normale Eingabeaufforderung an, die vor jedem
Kommando angezeigt wird

PS2 Gibt die sekunddre Eingabeaufforderung an, die beim Ausfiih-
ren eines mehrzeiligen Kommandos angezeigt wird

PWD Aktuelles Arbeitsverzeichnis

USER Aktueller Benutzer

20.5.1 Verwenden von Argumentvariablen

Wenn Sie beispielsweise iiber das Skript foo . sh verfiigen, kdnnen Sie es wie folgt
ausfiihren:

foo.sh "Tux Penguin" 2000
Fiir den Zugriff auf alle Argumente, die an Thr Skript {ibergeben werden, bendtigen Sie

Positionsparameter. Diese sind $1 fiir das erste Argument, $2 fiir das zweite usw. Sie

kénnen bis zu neun Parameter verwenden. Verwenden Sie $0 zum Abrufen des
Skriptnamens.

Das folgende Skript foo. sh gibt alle Argumente von 1 bis 4 aus:

#!/bin/sh
echo \ll$l\ll \ll$2\" \"$3\" \"$4\"

Wenn Sie das Skript mit den obigen Argumenten ausfiihren, erhalten Sie Folgendes:

"Tux Penguin" "2000" "M omw
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20.5.2 Verwenden der Variablenersetzung

Variablenersetzungen wenden beginnend von links oder rechts ein Schema auf den
Inhalt einer Variable an. Die folgende Liste enthdlt die méglichen Syntaxformen:

${VAR#schema}
entfernt die kiirzeste mogliche Ubereinstimmung von links:

file=/home/tux/book/book.tar.bz2
echo ${file#*/}
home/tux/book/book.tar.bz2

S {VAR##schema}
entfernt die lingste mogliche Ubereinstimmung von links:

file=/home/tux/book/book.tar.bz2
echo S{file##*/}
book.tar.bz2

${VAR%schema}
entfernt die kiirzeste mogliche Ubereinstimmung von rechts:

file=/home/tux/book/book.tar.bz2
echo ${file%.*}
/home/tux/book/book.tar

S{VAR%%schema}
entfernt die lingste mogliche Ubereinstimmung von rechts:

file=/home/tux/book/book.tar.bz2
echo ${file%%.*
/home/tux/book/book

S$S{VAR/pattern_1/pattern_2}
ersetzt den Inhalt von VAR von pattern_1 durch pattern_2:

file=/home/tux/book/book.tar.bz2
echo ${file/tux/wilber}
/home/wilber/book/book.tar.bz2
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20.6 Gruppieren und Kombinieren
von Kommandos

In Shells kdnnen Sie Kommandos fiir die bedingte Ausfithrung verketten und gruppieren.
Jedes Kommando iibergibt einen Endcode, der den Erfolg oder Misserfolg seiner Aus-
fithrung bestimmt. Wenn er 0 (Null) lautet, war das Kommando erfolgreich, alle anderen
Codes bezeichnen einen Fehler, der spezifisch flir das Kommando ist.

Die folgende Liste zeigt, wie sich Kommandos gruppieren lassen:

Kommandol ; Kommando?2
fiihrt die Kommandos in sequenzieller Reihenfolge aus. Der Endcode wird nicht
gepriift. Die folgende Zeile zeigt den Inhalt der Datei mit cat an und gibt deren
Dateieigenschaften unabhingig von deren Endcodes mit 1s aus:

cat filelist.txt ; 1ls -1 filelist.txt

Kommandol && Kommando2
fiihrt das rechte Kommando aus, wenn das linke Kommando erfolgreich war
(logisches UND). Die folgende Zeile zeigt den Inahlt der Datei an und gibt deren
Dateieigenschaften nur aus, wenn das vorherige Kommando erfolgreich war (vgl.
mit dem vorherigen Eintrag in dieser Liste):

cat filelist.txt && 1ls -1 filelist.txt

Kommandol || Kommando?2
fiihrt das rechte Kommando aus, wenn das linke Kommando fehlgeschlagen ist
(logisches ODER). Die folgende Zeile legt nur ein Verzeichnis in /home /
wilber/bar an, wenn die Erstellung des Verzeichnisses in /home/tux/foo
fehlgeschlagen ist:

mkdir /home/tux/foo || mkdir /home/wilber/bar
funcname () { ... }
erstellt eine Shell-Funktion. Sie kdnnen mithilfe der Positionsparameter auf ihre

Argumente zugreifen. Die folgende Zeile definiert die Funktion hel1lo fiir die
Ausgabe einer kurzen Meldung;:

hello() { echo "Hello $1"; }

Sie konnen diese Funktion wie folgt aufrufen:
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hello Tux

Die Ausgabe sieht wie folgt aus:

Hello Tux

20.7 Arbeiten mit haufigen
Ablaufkonstrukten

Zur Steuerung des Ablaufs Thres Skripts verfiigt eine Shell iiber while-, if-, for-
und case-Konstrukte.

20.7.1 Das Steuerungskommando "if"

Das Kommando i f wird verwendet, um Ausdriicke zu priifen. Beispielsweise testet
der folgende Code, ob es sich beim aktuellen Benutzer um Tux handelt:
if test S$USER = "tux" ;then
echo "Hello Tux."
else

echo "You are not Tux."
fi

Der Testausdruck kann so komplex oder einfach wie moglich sein. Der folgende Aus-
druck priift, ob die Datei foo . txt existiert:

if test —-e /tmp/foo.txt ; then
echo "Found foo.txt"
£i
Der Testausdruck kann auch in eckigen Klammern abgekiirzt werden:

if [ -e /tmp/foo.txt ] ; then
echo "Found foo.txt"
fi

Weitere niitzliche Ausdriicke finden Sie unter http://www.cyberciti.biz/
nixcraft/linux/docs/uniglinuxfeatures/lsst/ch03sec02.html.
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20.7.2 Erstellen von Schleifen mit dem
Kommando "for"

Mithilfe der for-Schleife kénnen Sie Kommandos an einer Liste von Eintrdgen aus-
fithren. Beispielsweise gibt der folgende Code einige Informationen {iber PNG-Dateien
im aktuellen Verzeichnis aus:

for 1 in *.png; do

1s -1 $i
done

20.8 Weiterfiihrende Informationen

Wichtige Informationen {iber die Bash-Shell finden Sie auf den man-Seiten zu man
sh. Fiir weitere Informationen zu diesem Thema siehe die folgende Liste:

* http://tldp.org/LDP/Bash-Beginners—-Guide/html/index.html—
Bash Guide for Beginners (Bash-Anleitungen fiir Anfanger)

* http://tldp.org/HOWTO/Bash-Prog-Intro—HOWTO.html— BASH
Programming - Introduction HOW-TO (BASH-Programmierung — Einfiihrende
schrittweise Anleitungen)

* http://tldp.org/LDP/abs/html/index.html—Advanced Bash-Scripting
Guide (Bash-Skript-Anleitungen fiir Fortgeschrittene)

* http://www.grymoire.com/Unix/Sh.html— Sh - the Bourne Shell (Sh —
die Bourne-Shell)
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Grundlegendes zu Netzwerken

Linux stellt die erforderlichen Netzwerkwerkzeuge und -funktionen fiir die Integration
in alle Arten von Netzwerkstrukturen zur Verfiigung. Der Netzwerkzugriff iiber eine
Netzwerkkarte, ein Modem oder ein anderes Gerdt kann mit YaST konfiguriert werden.
Die manuelle Konfiguration ist ebenfalls moglich. In diesem Kapitel werden nur die
grundlegenden Mechanismen und die relevanten Netzwerkkonfigurationsdateien
behandelt.

Linux und andere Unix-Betriebssysteme verwenden das TCP/IP-Protokoll. Hierbei
handelt es sich nicht um ein einzelnes Netzwerkprotokoll, sondern um eine Familie
von Netzwerkprotokollen, die unterschiedliche Dienste zur Verfiigung stellen. Die in
Tabelle 21.1, ,,Verschiedene Protokolle aus der TCP/IP-Familie® (S. 346) aufgelisteten
Protokolle dienen dem Datenaustausch zwischen zwei Computern iiber TCP/IP. Uber
TCP/IP verbundene Netzwerke bilden zusammen ein weltweites Netzwerk, das auch
als "das Internet" bezeichnet wird.

RFEC steht fiir Bitte um Kommentare. RECs sind Dokumente, die unterschiedliche
Internetprotokolle und Implementierungsverfahren fiir das Betriebssystem und seine
Anwendungen beschreiben. Die RFC-Dokumente beschreiben das Einrichten der
Internetprotokolle. Weitere Informationen zu diesen Protokollen finden Sie in den ent-
sprechenden RFC-Dokumenten. Diese sind verfligbar unter http://www.ietf
.org/rfc.html.
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Tabelle 21.1 Verschiedene Protokolle aus der TCP/IP-Familie

Protokoll Beschreibung

TCP Transmission Control Protocol: Ein verbindungsorientiertes sicheres
Protokoll. Die zu {ibertragenden Daten werden zuerst von der Anwen-
dung als Datenstrom gesendet und vom Betriebssystem in das passende
Format konvertiert. Die entsprechende Anwendung auf dem Zielhost
empfangt die Daten im urspriinglichen Datenstromformat, in dem sie
anfinglich gesendet wurden. TCP ermittelt, ob Daten bei der Ubertra-
gung verloren gegangen sind oder beschidigt wurden. TCP wird immer
dann implementiert, wenn die Datensequenz eine Rolle spielt.

UDP User Datagram Protocol: Ein verbindungsloses, nicht sicheres Protokoll.
Die zu {ibertragenden Daten werden in Form von anwendungsseitig
generierten Paketen gesendet. Es ist nicht garantiert, in welcher Reihen-
folge die Daten beim Empfénger eingehen, und ein Datenverlust ist
immer moglich. UDP ist geeignet flir datensatzorientierte Anwendungen.
Es verfligt iiber eine kiirzere Latenzzeit als TCP.

ICMP Internet Control Message Protocol: Dies ist im Wesentlichen kein Pro-
tokoll fiir den Endbenutzer, sondern ein spezielles Steuerungsprotokoll,
das Fehlerberichte ausgibt und das Verhalten von Computern, die am
TCP/IP-Datentransfer teilnehmen, steuern kann. Auflerdem bietet es
einen speziellen Echomodus, der mit dem Programm "ping" angezeigt
werden kann.

IGMP Internet Group Management Protocol: Dieses Protokoll kontrolliert das
Verhalten des Rechners beim Implementieren von IP Multicast.

Der Datenaustausch findet wie in Abbildung 21.1, ,,Vereinfachtes Schichtmodell fiir
TCP/IP* (S. 347) dargestellt in unterschiedlichen Schichten statt. Die eigentliche Netz-
werkschicht ist der unsichere Datentransfer iiber IP (Internet Protocol). Oberhalb von
IP gewdhrleistet TCP (Transmission Control Protocol) bis zu einem gewissen Grad die
Sicherheit des Datentransfers. Die IP-Schicht wird vom zugrunde liegenden Hardware-
abhingigen Protokoll, z. B. Ethernet, unterstiitzt.
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Abbildung 21.1 Vereinfachtes Schichtmodell fiir TCP/IP

Host sun Host earth
Application Layer Applications Application Layer
Transport Layer TCP, UDP Transport Layer
Network Layer IP Network Layer
Data Link Layer Ethernet, FDDI, ISDN Data Link Layer
Physical Layer Cable, Fiberglass Physical Layer

Data Transfer

Dieses Diagramm bietet fiir jede Schicht ein oder zwei Beispiele. Die Schichten sind
nach Abstraktionsstufen sortiert. Die unterste Schicht ist sehr Hardware-nah. Die
oberste Schicht ist beinahe vollstindig von der Hardware losgelost. Jede Schicht hat
ihre eigene spezielle Funktion. Die speziellen Funktionen der einzelnen Schichten gehen
bereits aus ihrer Bezeichnung hervor. Die Datenverbindungs- und die physische Schicht
reprasentieren das verwendete physische Netzwerk, z. B. das Ethernet.

Fast alle Hardwareprotokolle arbeiten auf einer paketorientierten Basis. Die zu tibertra-
genden Daten werden in Paketen gesammelt (sie konnen nicht alle auf einmal gesendet
werden). Die maximale GrofBe eines TCP/IP-Pakets betrédgt ca. 64 KB. Die Pakete sind
in der Regel jedoch sehr viel kleiner, da die Netzwerkhardware ein einschrankender
Faktor sein kann. Die maximale Grof3e eines Datenpakets in einem Ethernet betrdgt ca.
1500 Byte. Die GroBe eines TCP/IP-Pakets ist auf diesen Wert begrenzt, wenn die
Daten iiber ein Ethernet gesendet werden. Wenn mehr Daten {ibertragen werden, miissen
vom Betriebssystem mehr Datenpakete gesendet werden.

Damit die Schichten ihre vorgesehenen Funktionen erfiillen konnen, miissen im
Datenpaket zusdtzliche Informationen iiber die einzelnen Schichten gespeichert sein.
Diese Informationen werden im Header des Pakets gespeichert. Jede Schicht stellt
jedem ausgehenden Paket einen kleinen Datenblock voran, den so genannten Protokoll-

Grundlegendes zu Netzwerken

347



348

Header. Ein Beispiel fiir ein TCP/IP-Datenpaket, das iiber ein Ethernetkabel gesendet
wird, ist in Abbildung 21.2, ,, TCP/IP-Ethernet-Paket™ (S. 348) dargestellt. Die Priifsumme
befindet sich am Ende des Pakets, nicht am Anfang. Dies erleichtert die Arbeit fiir die
Netzwerkhardware.

Abbildung 21.2 TCP/IP-Ethernet-Paket

Usage Data (maximum 1460 bytes)

L TCP (Layer 4) Protocol Header (approx. 20 bytes)

IP (Layer 3) Protocol Header (approx. 20 bytes)

— Ethernet (Layer 2) Protocol Header (approx. 14 bytes) + Checksum (2 bytes)

Wenn eine Anwendung Daten {iber das Netzwerk sendet, werden diese Daten durch
alle Schichten geleitet, die mit Ausnahme der physischen Schicht alle im Linux-Kernel
implementiert sind. Jede Schicht ist fiir das Vorbereiten der Daten zur Weitergabe an
die ndchste Schicht verantwortlich. Die unterste Schicht ist letztendlich fiir das Senden
der Daten verantwortlich. Bei eingehenden Daten erfolgt die gesamte Prozedur in
umgekehrter Reihenfolge. Die Protokoll-Header werden von den transportierten Daten
in den einzelnen Schichten wie die Schalen einer Zwiebel entfernt. Die Transportschicht
ist schlieBlich dafiir verantwortlich, die Daten den Anwendungen am Ziel zur Verfiigung
zu stellen. Auf diese Weise kommuniziert eine Schicht nur mit der direkt dariiber bzw.
darunter liegenden Schicht. Fiir Anwendungen ist es itrelevant, ob die Daten {iber ein
100 MBit/s schnelles FDDI-Netzwerk oder iiber eine 56-KBit/s-Modemleitung iibertra-
gen werden. Ahnlich spielt es fiir die Datenverbindung keine Rolle, welche Art von
Daten iibertragen wird, solange die Pakete das richtige Format haben.

21.1 IP-Adressen und Routing

Die in diesem Abschnitt enthaltenen Informationen beziehen sich nur auf IPv4-Netz-
werke. Informationen zum IPv6-Protokoll, dem Nachfolger von IPv4, finden Sie in
Abschnitt 21.2, . IPv6 — Das Internet der ndchsten Generation® (S. 352).
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21.1.1 IP-Adressen

Jeder Computer im Internet verfiigt iiber eine eindeutige 32-Bit-Adresse. Diese 32 Bit
(oder 4 Byte) werden in der Regel wie in der zweiten Zeile in Beispiel 21.1, ,,IP-
Adressen schreiben® (S. 349) dargestellt geschrieben.

Beispiel 21.1 [P-Adressen schreiben

IP Address (binary): 11000000 10101000 00000000 00010100
IP Address (decimal): 192. 168. 0. 20

Im Dezimalformat werden die vier Byte in Dezimalzahlen geschrieben und durch
Punkte getrennt. Die IP-Adresse wird einem Host oder einer Netzwerkschnittstelle
zugewiesen. Sie kann weltweit nur einmal verwendet werden. Es gibt zwar Ausnahmen
zu dieser Regel, diese sind jedoch fiir die folgenden Abschnitte nicht relevant.

Die Punkte in IP-Adressen geben das hierarchische System an. Bis in die 1990er-Jahre
wurden IP-Adressen strikt in Klassen organisiert. Dieses System erwies sich jedoch als
zu wenig flexibel und wurde eingestellt. Heute wird das klassenlose Routing (CIDR,
Classless Interdomain Routing) verwendet.

21.1.2 Netzmasken und Routing

Mit Netzmasken werden Adressrdume eines Subnetzes definiert. Wenn sich in einem
Subnetz zwei Hosts befinden, konnen diese direkt aufeinander zugreifen. Wenn sie sich
nicht im selben Subnetz befinden, bendtigen sie die Adresse eines Gateways, das den
gesamten Verkehr fiir das Subnetz verarbeitet. Um zu priifen, ob sich zwei IP-Adressen
im selben Subnetz befinden, wird jede Adresse bitweise mit der Netzmaske
"UND"-verkniipft. Sind die Ergebnisse identisch, befinden sich beide IP-Adressen im
selben lokalen Netzwerk. Wenn unterschiedliche Ergebnisse ausgegeben werden, kann
die entfernte IP-Adresse, und somit die entfernte Schnittstelle, nur {iber ein Gateway
erreicht werden.

Weitere Informationen zur Funktionsweise von Netzmasken finden Sie in Beispiel 21.2,
,, Verkniipfung von IP-Adressen mit der Netzmaske® (S. 350). Die Netzmaske besteht
aus 32 Bit, die festlegen, welcher Teil einer IP-Adresse zum Netzwerk gehort. Alle Bits
mit dem Wert 1 kennzeichnen das entsprechende Bit in der IP-Adresse als zum Netzwerk
gehorend. Alle Bits mit dem Wert 0 kennzeichnen Bits innerhalb des Subnetzes. Das
bedeutet, je mehr Bits den Wert 1 haben, desto kleiner ist das Netzwerk. Da die Netz-
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maske immer aus mehreren aufeinander folgenden Bits mit dem Wert 1 besteht, ist es
auch moglich, einfach die Anzahl der Bits in der Netzmaske zu zihlen. In Beispiel 21.2,
,, Verkniipfung von IP-Adressen mit der Netzmaske® (S. 350) konnte das erste Netz mit
24 Bitauchals 192.168.0.0/24 geschrieben werden.

Beispiel 21.2 Verkniipfung von IP-Adressen mit der Netzmaske

IP address (192.168.0.20): 11000000 10101000 00000000 00010100
Netmask (255.255.255.0) : 11111111 11111111 11111111 00O0O0O0O0COO
Result of the link: 11000000 10101000 00000000 00000000
In the decimal system: 192. 168. 0. 0

IP address (213.95.15.200): 11010101 10111111 00001111 11001000

Netmask (255.255.255.0): 11111111 11111111 11111111 00000000
Result of the link: 11010101 10111111 00001111 00000000
In the decimal system: 213. 95. 15. 0

Ein weiteres Beispiel: Alle Computer, die iiber dasselbe Ethernetkabel angeschlossen
sind, befinden sich in der Regel im selben Subnetz und sind direkt zugreifbar. Selbst
wenn das Subnetz physisch durch Switches oder Bridges unterteilt ist, konnen diese
Hosts weiter direkt erreicht werden.

IP-Adressen auflerhalb des lokalen Subnetzes konnen nur erreicht werden, wenn fiir
das Zielnetzwerk ein Gateway konfiguriert ist. In den meisten Fillen wird der gesamte
externe Verkehr iiber lediglich ein Gateway gehandhabt. Es ist jedoch auch méglich,
fiir unterschiedliche Subnetze mehrere Gateways zu konfigurieren.

Wenn ein Gateway konfiguriert wurde, werden alle externen IP-Pakete an das entspre-
chende Gateway gesendet. Dieses Gateway versucht anschlie3end, die Pakete auf die-
selbe Weise (von Host zu Host) weiterzuleiten, bis sie den Zielhost erreicht haben oder
ihre TTL-Zeit (Time to Live) abgelaufen ist.

Tabelle 21.2 Spezifische Adressen

Adresstyp Beschreibung

Netzwerkbasis-  Dies ist die Netzmaske, die durch UND mit einer Netzwerkadresse

adresse verkniipft ist, wie in Beispiel 21.2, ,,Verkniipfung von IP-Adressen
mit der Netzmaske® (S. 350) unter Result dargestellt. Diese
Adresse kann keinem Host zugewiesen werden.
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Adresstyp Beschreibung

Broadcast- Dies bedeutet im Wesentlichen "Senden an alle Hosts in diesem

Adresse Subnetz." Um die Broadcast-Adresse zu generieren, wird die
Netzmaske in die bindre Form invertiert und mit einem logischen
ODER mit der Netzwerkbasisadresse verkniipft. Das obige Bei-
spiel ergibt daher die Adresse 192.168.0.255. Diese Adresse kann
keinem Host zugeordnet werden.

Lokaler Host Die Adresse 127.0.0. 1 ist auf jedem Host dem "Loopback-
Device" zugewiesen. Mit dieser Adresse und mit allen Adressen
des vollstandigen 127. 0. 0. 0/8-Loopback-Netzwerks (wie bei
IPv4 beschrieben) kann eine Verbindung zu IThrem Computer
eingerichtet werden. Bei IPv6 gibt es nur eine Loopback-Adresse

(::1).

Da IP-Adressen weltweit eindeutig sein miissen, konnen Sie nicht einfach eine Adresse
nach dem Zufallsprinzip wihlen. Zum Einrichten eines privaten IP-basierten Netzwerks
stehen drei Adressdomdnen zur Verfiigung. Diese konnen keine Verbindung zum
Internet herstellen, da sie nicht iiber das Internet iibertragen werden kénnen. Diese
Adressdoménen sind in RFC 1597 festgelegt und werden in Tabelle 21.3, , Private IP-
Adressdomdnen® (S. 351) aufgelistet.

Tabelle 21.3 Private IP-Adressdomdinen

Netzwerk/Netzmaske Domine
10.0.0.0/255.0.0.0 10.x.x.x
172.16.0.0/255.240.0.0 172.16.x.x—172.31.x.x
192.168.0.0/255.255.0.0 192.168.x.x
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21.2 IPv6 - Das Internet der nachsten
Generation

Aufgrund der Entstehung des WWW (World Wide Web) hat das Internet in den letzten
15 Jahren ein explosives Wachstum mit einer immer grofler werdenden Anzahl von
Computern erfahren, die tiber TCP/IP kommunizieren. Seit Tim Berners-Lee bei CERN
(http://public.web.cern.ch) 1990 das WWW erfunden hat, ist die Anzahl
der Internethosts von ein paar tausend auf ca. 100 Millionen angewachsen.

Wie bereits erwdhnt, besteht eine [Pv4-Adresse nur aus 32 Bit. Aulerdem gehen zahl-
reiche IP-Adressen verloren, da sie aufgrund die Organisation der Netzwerke nicht
verwendet werden kdnnen. Die Anzahl der in [hrem Subnetz verfiigbaren Adressen ist
zwei hoch der Anzahl der Bits minus zwei. Ein Subnetz verfiigt also beispielsweise
iiber 2, 6 oder 14 Adressen. Um beispielsweise 128 Hosts mit dem Internet zu verbinden,
benotigen Sie ein Subnetz mit 256 IP-Adressen, von denen nur 254 verwendbar sind,
da zwei IP-Adressen fiir die Struktur des Subnetzes selbst bendtigt werden: die Broad-
cast- und die Basisnetzwerkadresse.

Unter dem aktuellen IPv4-Protokoll sind DHCP oder NAT (Network Address Transla-
tion) die typischen Mechanismen, um einem potenziellen Adressmangel vorzubeugen.
Kombiniert mit der Konvention, private und 6ffentliche Adressrdume getrennt zu halten,
koénnen diese Methoden den Adressmangel sicherlich mif3igen. Das Problem liegt in
der Konfiguration der Adressen, die schwierig einzurichten und zu verwalten ist. Um
einen Host in einem IPv4-Netzwerk einzurichten, benétigen Sie mehrere Adressen, z.
B. die IP-Adresse des Hosts, die Subnetzmaske, die Gateway-Adresse und moglicher-
weise die Adresse des Namenservers. Alle diese Eintrdge miissen bekannt sein und
konnen nicht von anderer Stelle her abgeleitet werden.

Mit IPv6 gehoren sowohl der Adressmangel als auch die komplizierte Konfiguration
der Vergangenheit an. Die folgenden Abschnitte enthalten weitere Informationen zu
den Verbesserungen und Vorteilen von IPv6 sowie zum Ubergang vom alten zum
neuen Protokoll.

21.2.1 Vorteile

Die wichtigste und augenfilligste Verbesserung durch das neue Protokoll ist der enorme
Zuwachs des verfiigbaren Adressraums. Eine IPv6-Adresse besteht aus 128-Bit-Werten
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und nicht aus den herkémmlichen 32 Bit. Dies ermoglicht mehrere Billiarden IP-
Adressen.

[Pv6-Adressen unterscheiden sich nicht nur hinsichtlich ihrer Lange ginzlich von ihren
Vorgingern. Sie verfiigen auch iiber eine andere interne Struktur, die spezifischere
Informationen zu den Systemen und Netzwerken enthalten kann, zu denen sie gehoren.
Weitere Informationen hierzu finden Sie in Abschnitt 21.2.2, , Adresstypen und -
struktur® (S. 354).

In der folgenden Liste werden einige der wichtigsten Vorteile des neuen Protokolls
aufgefiihrt:

Automatische Konfiguration
IPv6 macht das Netzwerk "Plug-and-Play"-fdhig, d. h., ein neu eingerichtetes
System wird ohne jegliche manuelle Konfiguration in das (lokale) Netzwerk inte-
griert. Der neue Host verwendet die automatischen Konfigurationsmechanismen,
um seine eigene Adresse aus den Informationen abzuleiten, die von den benachbar-
ten Routern zur Verfligung gestellt werden. Dabei nutzt er ein Protokoll, das als
ND-Protokoll (Neighbor Discovery) bezeichnet wird. Diese Methode erfordert
kein Eingreifen des Administrators und fiir die Adresszuordnung muss kein zentraler
Server verfiigbar sein. Dies ist ein weiterer Vorteil gegeniiber IPv4, bei dem fiir
die automatische Adresszuordnung ein DHCP-Server oder die Verwendung von
ARP- und 169.254.0.0/16-Adressen erforderlich ist.

Wenn ein Router mit einem Switch verbunden ist, sollte der Router jedoch trotzdem
periodische Anzeigen mit Flags senden, die den Hosts eines Netzwerks mitteilen,
wie sie miteinander interagieren sollen. Weitere Informationen finden Sie im

Artikel RFC 2462, in der man-Seite radvd. conf (5) und im Artikel RFC 3315.

Mobilitét
IPv6 ermdglicht es, einer Netzwerkschnittstelle gleichzeitig mehrere Adressen
zuzuordnen. Benutzer konnen daher einfach auf mehrere Netzwerke zugreifen.
Dies ldsst sich mit den internationalen Roaming-Diensten vergleichen, die von
Mobilfunkunternehmen angeboten werden: Wenn Sie das Mobilfunkgert ins
Ausland mitnehmen, meldet sich das Telefon automatisch bei einem auslidndischen
Dienst an, der sich im entsprechenden Bereich befindet. Sie kénnen also iiberall
unter der gleichen Nummer erreicht werden und kénnen telefonieren als wéren Sie
zu Hause.
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Sichere Kommunikation

Bei IPv4 ist die Netzwerksicherheit eine Zusatzfunktion. IPv6 umfasst IPSec als
eine seiner Kernfunktionen und ermdéglicht es Systemen, {iber einen sicheren Tunnel
zu kommunizieren, um das Ausspionieren durch AuBlenstehende iiber das Internet
zu verhindern.

Abwirtskompatibilitit

Realistisch gesehen, ist es unmoglich, das gesamte Internet auf einmal von IPv4
auf IPv6 umzustellen. Daher ist es wichtig, dass beide Protokolle nicht nur im
Internet, sondern auf einem System koexistieren kdnnen. Dies wird durch kompa-
tible Adressen (IPv4-Adressen konnen problemlos in IPv6-Adressen konvertiert
werden) und die Verwendung von Tunnels gewahrleistet. Weitere Informationen
hierzu finden Sie unter Abschnitt 21.2.3, ,, Koexistenz von IPv4 und IPv6“ (S. 359).
AuBerdem kdnnen Systeme eine Dual-Stack-IP-Technik verwenden, um beide
Protokolle gleichzeitig unterstiitzen zu kdnnen. Dies bedeutet, dass sie iiber zwei
Netzwerk-Stacks verfiigen, die vollstdndig unabhidngig voneinander sind, sodass
zwischen den beiden Protokollversionen keine Konflikte auftreten.

Bedarfsgerechte Dienste {iber Multicasting

21

Mit IPv4 miissen einige Dienste, z. B. SMB, ihre Pakete via Broadcast an alle Hosts
im lokalen Netzwerk verteilen. [IPv6 ermdglicht einen sehr viel ausgefeilterten
Ansatz. Server konnen Hosts iber Multicasting ansprechen, d. h. sie sprechen
mehrere Hosts als Teile einer Gruppe an (im Gegensatz zur Adressierung aller
Hosts tiber Broadcasting oder der Einzeladressierung der Hosts iiber Unicasting).
Welche Hosts als Gruppe adressiert werden, kann je nach Anwendung unterschied-
lich sein. Es gibt einige vordefinierte Gruppen, mit der beispielsweise alle
Namenserver (die Multicast-Gruppe "all name servers") oder alle Router (die
Multicast-Gruppe "all routers') angesprochen werden konnen.

.2.2 Adresstypen und -struktur

Wie bereits erwahnt hat das aktuelle IP-Protokoll zwei wichtige Nachteile: Es stehen
zunehmend weniger [P-Adressen zur Verfiigung und das Konfigurieren des Netzwerks

und

Verwalten der Routing-Tabellen wird komplexer und aufwindiger. IPv6 16st das

erste Problem durch die Erweiterung des Adressraums auf 128 Bit. Das zweite Problem
wird durch die Einfiihrung einer hierarchischen Adressstruktur behoben, die mit weiteren
hoch entwickelten Techniken zum Zuordnen von Netzwerkadressen sowie mit dem
Multihoming (der Fahigkeit, einem Gerdt mehrere Adressen zuzuordnen und so den
Zugriff auf mehrere Netzwerke zu ermdglichen) kombiniert wird.
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Bei der Arbeit mit IPv6 ist es hilfreich, die drei unterschiedlichen Adresstypen zu
kennen:

Unicast
Adressen dieses Typs werden genau einer Netzwerkschnittstelle zugeordnet.
Pakete mit derartigen Adressen werden nur einem Ziel zugestellt. Unicast-Adressen
werden dementsprechend zum Ubertragen von Paketen an einzelne Hosts im
lokalen Netzwerk oder im Internet verwendet.

Multicast
Adressen dieses Typs beziehen sich auf eine Gruppe von Netzwerkschnittstellen.
Pakete mit derartigen Adressen werden an alle Ziele zugestellt, die dieser Gruppe
angehoren. Multicast-Adressen werden hauptsichlich von bestimmten Netzwerk-
diensten fiir die Kommunikation mit bestimmten Hostgruppen verwendet, wobei
diese gezielt adressiert werden.

Anycast
Adressen dieses Typs beziehen sich auf eine Gruppe von Schnittstellen. Pakete mit
einer derartigen Adresse werden geméaf den Prinzipien des zugrunde liegenden
Routing-Protokolls dem Mitglied der Gruppe gesendet, das dem Absender am
nichsten ist. Anycast-Adressen werden verwendet, damit Hosts Informationen zu
Servern schneller abrufen konnen, die im angegebenen Netzwerkbereich
bestimmte Dienste anbieten. Sdmtliche Server desselben Typs verfiigen iiber die-
selbe Anycast-Adresse. Wann immer ein Host einen Dienst anfordert, erhilt er eine
Antwort von dem vom Routing-Protokoll ermittelten nichstgelegenen Server.
Wenn dieser Server aus irgendeinem Grund nicht erreichbar ist, wéhlt das Protokoll
automatisch den zweitndchsten Server, dann den dritten usw. aus.

Eine IPv6-Adresse besteht aus acht vierstelligen Feldern, wobei jedes 16 Bit reprdsen-
tiert, und wird in hexadezimaler Notation geschrieben. Sie werden durch Doppelpunkte
(:) getrennt. Alle fithrenden Null-Byte innerhalb eines bestimmten Felds kdnnen aus-
gelassen werden, alle anderen Nullen jedoch nicht. Eine weitere Konvention ist, dass
mebhr als vier aufeinander folgenden Null-Byte mit einem doppelten Doppelpunkt
zusammengefasst werden kénnen. Jedoch ist pro Adresse nur ein solcher doppelter
Doppelpunkt (: :) zuldssig. Diese Art der Kurznotation wird in Beispiel 21.3, ,,Beispiel
einer [IPv6-Adresse” (S. 356) dargestellt, in dem alle drei Zeilen derselben Adresse ent-
sprechen.
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Beispiel 21.3 Beispiel einer I[Pv6-Adresse

fe80 : 0000 : 0000 : 0000 : 0000 : 10 : 1000 : la4
fe80 : 0 : 0 : 0 : 0 : 10 : 1000 : la4
fe80 : : 10 : 1000 : la4

Jeder Teil einer IPv6-Adresse hat eine festgelegte Funktion. Die ersten Byte bilden das
Prifix und geben den Typ der Adresse an. Der mittlere Teil ist der Netzwerkteil der
Adresse, der moglicherweise nicht verwendet wird. Das Ende der Adresse bildet der
Hostteil. Bei IPv6 wird die Netzmaske definiert, indem die Lange des Prifixes nach
einem Schrigstrich am Ende der Adresse angegeben wird. Adressen wie in Beispiel 21.4,
,IPv6-Adressen mit Angabe der Prifix-Linge* (S. 356) enthalten Informationen zum
Netzwerk (die ersten 64 Bit) und zum Hostteil (die letzten 64 Bit). Die 6 4 bedeutet,
dass die Netzmaske mit 64 1-Bit-Werten von links gefiillt wird. Wie bei IPv4 wird die
IP-Adresse mit den Werten aus der Netzmaske durch UND verkniipft, um zu ermitteln,
ob sich der Host im selben oder einem anderen Subnetz befindet.

Beispiel 21.4 [Pv6-Adressen mit Angabe der Prifix-Linge

fe80::10:1000:1a4/64

IPv6 kennt mehrere vordefinierte Prafixtypen. Einige von diesen sind in Tabelle 21.4,
,unterschiedliche IPv6-Prifixe® (S. 356) aufgefiihrt.

Tabelle 21.4 Unterschiedliche IPv6-Pridfixe

Prifix Definition
(hexadezimal)
00 [Pv4-iiber-IPv6-Kompatibilititsadressen. Diese werden zur

Erhaltung der Kompatibilitdt mit IPv4 verwendet. Fiir diesen
Adresstyp wird ein Router benétigt, der IPv6-Pakete in [Pv4-
Pakete konvertieren kann. Mehrere spezielle Adressen, z. B. die
fiir das Loopback-Device, verfiigen ebenfalls {iber dieses Prafix.

2 oder 3 als erste  Aggregierbare globale Unicast-Adressen. Wie bei IPv4 kann

Stelle eine Schnittstelle zugewiesen werden, um einen Teil eines
bestimmten Subnetzes zu bilden. Aktuell stehen die folgenden
Adressrdume zur Verfligung: 2001 : : /16 (Adressraum Produk-
tionsqualitdt) und 2002 : : /16 (6to4-Adressraum).
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Prifix Definition

(hexadezimal)

fe80::/10 Link-local-Adressen. Adressen mit diesem Prifix diirfen nicht
geroutet werden und kénnen daher nur im gleichen Subnetz
erreicht werden.

fec0::/10 Site-local-Adressen. Diese Adressen diirfen zwar geroutet wer-
den, aber nur innerhalb des Organisationsnetzwerks, dem sie
angehoren. Damit entsprechen diese Adressen den bisherigen
privaten Netzen (beispielsweise 10.x . x . x).

ff Dies sind Multicast-Adressen.

Eine Unicast-Adresse besteht aus drei grundlegenden Komponenten:

Offentliche Topologie
Der erste Teil, der unter anderem auch eines der oben erwihnten Prifixe enthilt,
dient dem Routing des Pakets im 6ffentlichen Internet. Hier sind Informationen
zum Provider oder der Institution kodiert, die den Netzwerkzugang bereitstellen.

Site-Topologie
Der zweite Teil enthdlt Routing-Informationen zum Subnetz, in dem das Paket
zugestellt werden soll.

Schnittstellen-ID
Der dritte Teil identifiziert eindeutig die Schnittstelle, an die das Paket gerichtet
ist. Dies erlaubt, die MAC-Adresse als Adressbestandteil zu verwenden. Da diese
weltweit nur einmal vorhanden und zugleich vom Hardwarehersteller fest vorgege-
ben ist, vereinfacht sich die Konfiguration auf diese Weise sehr. Die ersten 64 Bit
werden zu einem so genannten EUI-64-Token zusammengefasst. Dabei werden
die letzten 48 Bit der MAC-Adresse entnommen und die restlichen 24 Bit enthalten
spezielle Informationen, die etwas tiber den Typ des Tokens aussagen. Das
ermdglicht dann auch, Gerdten ohne MAC-Adresse (z. B. PPP- und ISDN-Verbin-
dungen) ein EUI-6 4-Token zuzuweisen.

Abgeleitet aus diesem Grundaufbau werden bei IPv6 fiinf verschiedene Typen von
Unicast-Adressen unterschieden:
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: : (nicht spezifiziert)
Ein Host verwendet diese Adresse als Quelladresse, wenn seine Netzwerkschnitt-
stelle zum ersten Mal initialisiert wird und die Adresse noch nicht anderweitig
ermittelt werden kann.

: : 1 (Loopback)
Adresse des Loopback-Device.

[Pv4-kompatible Adressen
Die IPv6-Adresse setzt sich aus der IPv4-Adresse und einem Préfix von 96 0-Bits
zusammen. Dieser Typ der Kompatibilititsadresse wird beim Tunneling verwendet
(siehe Abschnitt 21.2.3, , Koexistenz von [Pv4 und IPv6“ (S. 359)). [Pv4/IPv6-Hosts
kénnen so mit anderen kommunizieren, die sich in einer reinen IPv4-Umgebung
befinden.

IPv6-gemappte IPv4-Adressen
Dieser Adresstyp gibt die Adresse in IPv6-Notation an.

Lokale Adressen
Es gibt zwei Typen von Adressen zum rein lokalen Gebrauch:

link-local
Dieser Adresstyp ist ausschlieBlich fiir den Gebrauch im lokalen Subnetz
bestimmt. Router diirfen Pakete mit solcher Ziel- oder Quelladresse nicht an
das Internet oder andere Subnetze weiterreichen. Diese Adressen zeichnen sich
durch ein spezielles Préfix (fe80: : /10) und die Schnittstellen-ID der Netz-
werkkarte aus. Der Mittelteil der Adresse besteht aus Null-Bytes. Diese Art
Adresse wird von den Autokonfigurationsmethoden verwendet, um Hosts im
selben Subnetz anzusprechen.

site-local
Pakete mit diesem Adresstyp diirfen zwischen einzelnen Subnetzen geroutet
werden, jedoch nicht auBerhalb einer Organisation ins Internet gelangen. Solche
Adressen werden fiir Intranets eingesetzt und sind ein Aquivalent zu den priva-
ten IPv4-Adressen. Neben einem definierten Prafix (fecO: : /10) und der
Schnittstellen-ID enthalten diese Adressen ein 16-Bit-Feld, in dem die Subnetz-
ID kodiert ist. Der Rest wird wieder mit Null-Bytes aufgefiillt.

Zusitzlich gibt es in IPv6 eine grundsétzlich neue Funktion: Einer Netzwerkschnittstelle
werden iiblicherweise mehrere IP-Adressen zugewiesen. Das hat den Vorteil, dass
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mehrere verschiedene Netze zur Verfiigung stehen. Eines dieser Netzwerke kann mit
der MAC-Adresse und einem bekannten Préfix vollautomatisch konfiguriert werden,
sodass sofort nach der Aktivierung von IPv6 alle Hosts im lokalen Netz {iber Link-
local-Adressen erreichbar sind. Durch die MAC-Adresse als Bestandteil der [P-Adresse
ist jede dieser Adressen global eindeutig. Einzig die Teile der Site-Topologie und der
offentlichen Topologie konnen variieren, je nachdem in welchem Netz dieser Host
aktuell zu erreichen ist.

Bewegt sich ein Host zwischen mehreren Netzen hin und her, braucht er mindestens
zwei Adressen. Die eine, seine Home-Adresse, beinhaltet neben der Schnittstellen-ID
die Informationen zu dem Heimatnetz, in dem der Computer normalerweise betrieben
wird, und das entsprechende Préfix. Die Home-Adresse ist statisch und wird in der
Regel nicht verdandert. Alle Pakete, die fiir diesen Host bestimmt sind, werden ihm
sowohl im eigenen als auch in fremden Netzen zugestellt. Mglich wird die Zustellung
im Fremdnetz {iber wesentliche Neuerungen des IPv6-Protokolls, z. B. Stateless Auto-
configuration und Neighbor Discovery. Der mobile Rechner hat neben seiner Home-
Adresse eine oder mehrere weitere Adressen, die zu den fremden Netzen gehoren, in
denen er sich bewegt. Diese Adressen heiflen Care-of-Adressen. Im Heimatnetz des
mobilen Rechners muss eine Instanz vorhanden sein, die an seine Home-Adresse
gerichtete Pakete nachsendet, sollte er sich in einem anderen Netz befinden. Diese
Funktion wird in einer IPv6-Umgebung vom Home-Agenten iibernommen. Er stellt alle
Pakete, die an die Home-Adresse des mobilen Rechners gerichtet sind, iiber einen
Tunnel zu. Pakete, die als Zieladresse die Care-of-Adresse tragen, konnen ohne Umweg
iiber den Home-Agenten zugestellt werden.

21.2.3 Koexistenz von IPv4 und IPv6

Die Migration aller mit dem Internet verbundenen Hosts von IPv4 auf IPv6 wird nicht
auf einen Schlag geschehen. Vielmehr werden das alte und das neue Protokoll noch
eine ganze Weile nebeneinanderher existieren. Die Koexistenz auf einem Rechner ist
dann moglich, wenn beide Protokolle im Dual Stack-Verfahren implementiert sind. Es
bleibt aber die Frage, wie [Pv6-Rechner mit [Pv4-Rechnern kommunizieren kénnen
und wie IPv6-Pakete {iber die momentan noch vorherrschenden IPv4-Netze transportiert
werden sollen. Tunneling und die Verwendung von Kompatibilititsadressen (siehe
Abschnitt 21.2.2, ,,Adresstypen und -struktur® (S. 354)) sind hier die besten Losungen.

[Pv6-Hosts, die im (weltweiten) IPv4-Netzwerk mehr oder weniger isoliert sind, kénnen
iiber Tunnel kommunizieren: IPv6-Pakete werden als [Pv4-Pakete gekapselt und so
durch ein ein IPv4-Netzwerk iibertragen. Ein Tunnel ist definiert als die Verbindung
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zwischen zwei IPv4-Endpunkten. Hierbei miissen die Pakete die [Pv6-Zieladresse (oder
das entsprechende Préfix) und die IPv4-Adresse des entfernten Hosts am Tunnelendpunkt
enthalten. Einfache Tunnel kdnnen von den Administratoren zwischen ihren Netzwerken
manuell und nach Absprache konfiguriert werden. Ein solches Tunneling wird statisches
Tunneling genannt.

Trotzdem reicht manuelles Tunneling oft nicht aus, um die Menge der zum téglichen
vernetzten Arbeiten nétigen Tunnel aufzubauen und zu verwalten. Aus diesem Grund
wurden fiir IPv6 drei verschiedene Verfahren entwickelt, die das dynamische Tunneling
erlauben:

6over4
IPv6-Pakete werden automatisch in IPv4-Pakete verpackt und tiber ein IPv4-
Netzwerk versandt, in dem Multicasting aktiviert ist. IPv6 wird vorgespiegelt, das
gesamte Netzwerk (Internet) sei ein einziges, riesiges LAN (Local Area Network).
So wird der IPv4-Endpunkt des Tunnel automatisch ermittelt. Nachteile dieser
Methode sind die schlechte Skalierbarkeit und die Tatsache, dass IP-Multicasting
keineswegs im gesamten Internet verfiigbar ist. Diese Losung eignet sich fiir klei-
nere Netzwerke, die die Moglichkeit von IP-Multicasting bieten. Die zugrunde
liegenden Spezifikationen sind in RFC 2529 enthalten.

6to4
Bei dieser Methode werden automatisch IPv4-Adressen aus IPv6o-Adressen generiert.
So konnen isolierte IPv6-Hosts tiber ein [Pv4-Netz miteinander kommunizieren.
Allerdings gibt es einige Probleme, die die Kommunikation zwischen den isolierten
IPv6-Hosts und dem Internet betreffen. Diese Methode wird in RFC 3056
beschrieben.

IPv6 Tunnel Broker
Dieser Ansatz sieht spezielle Server vor, die fiir [IPv6 automatisch dedizierte Tunnel
anlegen. Diese Methode wird in RFC 3053 beschrieben.

21.2.4 IPv6 konfigurieren

Um IPv6 zu konfigurieren, miissen Sie auf den einzelnen Arbeitsstationen in der Regel
keine Anderungen vornehmen. IPv6 ist standardmiBig aktiviert. Sie kénnen IPv6
wéhrend der Installation im Schritt der Netzwerkkonfiguration deaktivieren (siehe
»Netzwerkkonfiguration® (Kapitel 1, Installation mit YaST, 1 Start)). Um IPv6 auf einem
installierten System zu deaktivieren oder zu aktivieren, verwenden Sie das Modul
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YaST-Netzwerkeinstellungen. Aktivieren oder deaktivieren Sie auf dem Karteireiter
Globale Optionen die Option IPv6 aktivieren, falls ndtig. Um IPv6 manuell zu aktivieren
oder zu deaktivieren, bearbeiten Sie /etc/modprobe.d/50-ipv6.conf und
starten Sie das System neu. Wenn Sie es bis zum nichsten Neustart voriibergehend
aktivieren mochten, geben Sie modprobe —1 ipvé6 als root ein. Es ist grundsitzlich
unmdglich, das ipv6-Modul zu entladen, nachdem es geladen wurde.

Aufgrund des Konzepts der automatischen Konfiguration von IPv6 wird der Netzwerk-
karte eine Adresse im Link-local-Netzwerk zugewiesen. In der Regel werden Routing-
Tabellen nicht auf Arbeitsstationen verwaltet. Bei Netzwerkroutern kann von der
Arbeitsstation unter Verwendung des Router-Advertisement-Protokolls abgefragt werden,
welches Prifix und welche Gateways implementiert werden sollen. Zum Einrichten
eines IPv6-Routers kann das radvd-Programm verwendet werden. Dieses Programm
informiert die Arbeitsstationen dariiber, welches Prifix und welche Router fiir die IPv6-
Adressen verwendet werden sollen. Alternativ konnen Sie die Adressen und das Routing
auch mit zebra/quagga automatisch konfigurieren.

Weitere Informationen zum Einrichten der unterschiedlichen Tunneltypen mithilfe der
Dateien im Verzeichnis /etc/sysconfig/network finden Sie auf der man-Seite
"ifcfg-tunnel (5)".

21.2.5 Weiterfiihrende Informationen

Das komplexe IPv6-Konzept wird im obigen Uberblick nicht vollstindig abgedeckt.
Weitere ausfiihrliche Informationen zu dem neuen Protokoll finden Sie in den folgenden
Online-Dokumentationen und -Biichern:

http://www.ipv6.org/
Alles rund um IPv6.

http://www.ipvéday.org
Alle Informationen, die Sie bendtigen, um Ihr eigenes IPv6-Netzwerk zu starten.

http://www.ipv6-to-standard.org/
Die Liste der [Pv6-fahigen Produkte.

http://www.bieringer.de/linux/IPv6/

Hier finden Sie den Beitrag "Linux IPv6 HOWTQO" und viele verwandte Links zum
Thema.
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RFC 2640
Die grundlegenden IPv6-Spezifikationen.

[Pv6 Essentials
Ein Buch, in dem alle wichtigen Aspekte zum Thema enthalten sind, ist /Pv6
Essentials von Silvia Hagen (ISBN 0-596-00125-8).

21.3 Namensauflosung

Mithilfe von DNS kann eine IP-Adresse einem oder sogar mehreren Namen zugeordnet
werden und umgekehrt auch ein Name einer IP-Adresse. Unter Linux erfolgt diese
Umwandlung iiblicherweise durch eine spezielle Software namens bind. Der Computer,
der diese Umwandlung dann erledigt, nennt sich Namenserver. Dabei bilden die Namen
wieder ein hierarchisches System, in dem die einzelnen Namensbestandteile durch
Punkte getrennt sind. Die Namenshierarchie ist aber unabhédngig von der oben
beschriebenen Hierarchie der IP-Adressen.

Nehmen Sie als Beispiel einen vollstindigen Namen wie jupiter.example.com,
der im Format hostname . doméne geschrieben wurde. Ein vollstindiger Name, der
als Fully Qualified Domain Name oder kurz als FQDN bezeichnet wird, besteht aus
einem Host- und einem Doménennamen (example . com). Ein Bestandteil des
Dominennamens ist die Top Level Domain oder TLD (com).

Aus historischen Griinden ist die Zuteilung der TLDs etwas verwirrend. So werden in
den USA traditionell dreibuchstabige TLDs verwendet, woanders aber immer die aus
zwei Buchstaben bestehenden ISO-Linderbezeichnungen. Seit 2000 stehen zusétzliche
TLDs fiir spezielle Sachgebiete mit zum Teil mehr als drei Buchstaben zur Verfiigung
(z.B. .info, .name, .museumn).

In der Friihzeit des Internets (vor 1990) gab es die Datei/etc/hosts, in der die
Namen aller im Internet vertretenen Rechner gespeichert waren. Dies erwies sich bei
der schnell wachsenden Menge der mit dem Internet verbundenen Computer als
unpraktikabel. Deshalb wurde eine dezentralisierte Datenbank entworfen, die die
Hostnamen verteilt speichern kann. Diese Datenbank, eben jener oben erwéhnte
Namenserver, hilt also nicht die Daten aller Computer im Internet vorratig, sondern
kann Anfragen an ihm nachgeschaltete, andere Namenserver weiterdelegieren.
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An der Spitze der Hierarchie befinden sich die Root-Namenserver. Die root-Namenserver
verwalten die Domédnen der obersten Ebene (Top Level Domains) und werden vom

Network Information Center (NIC) verwaltet. Der Root-Namenserver kennt die jeweils
fiir eine Top Level Domain zustindigen Namenserver. Weitere Informationen zu TLD-

NICs finden Sie unter http://www.internic.net

DNS kann noch mehr als nur Hostnamen auflésen. Der Namenserver weif3 auch, welcher
Host fiir eine ganze Domidne E-Mails empféingt (der Mail Exchanger (MX)).

Damit auch Ihr Rechner einen Namen in eine IP-Adresse auflésen kann, muss ihm
mindestens ein Namenserver mit einer IP-Adresse bekannt sein. Die Konfiguration
eines Namenservers erledigen Sie komfortabel mithilfe von YaST. Falls Sie eine Einwahl
iiber Modem vornehmen, kann es sein, dass die manuelle Konfiguration eines Namen-
servers nicht erforderlich ist. Das Einwahlprotokoll liefert die Adresse des Namenservers
bei der Einwahl gleich mit. Die Konfiguration des Namenserverzugriffs unter openSU-
SE® wird unter ,,Konfigurieren des Hostnamens und DNS* (S. 374) beschrieben. Eine
Beschreibung zum Einrichten Thres Nameservers finden Sie in Kapitel 23, Domain
Name System (DNS) (S. 413).

Eng verwandt mit DNS ist das Protokoll whois. Mit dem gleichnamigen Programm
whois kénnen Sie schnell ermitteln, wer fiir eine bestimmte Domine verantwortlich
ist.

ANMERKUNG: MDNS- und .local-Domadanennamen

Die Domane .1local der obersten Stufe wird vom Resolver als link-local-
Domane behandelt. DNS-Anforderungen werden als Multicast-DNS-Anforde-
rungen anstelle von normalen DNS-Anforderungen gesendet. Wenn Sie in lhrer
Nameserver-Konfiguration die Domdne . 1ocal verwenden, miissen Sie diese
Option in /etc/host.conf ausschalten. Weitere Informationen finden Sie
auf der man-Seite host . conf.

Wenn Sie MDNS wahrend der Installation ausschalten mochten, verwenden Sie
nomdns=1 als Boot-Parameter.

Weitere Informationen zum Multicast-DNS finden Sie unter http://www
.multicastdns.orag.
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21.4 Konfigurieren von
Netzwerkverbindungen mit YaST

Unter Linux gibt es viele unterstiitzte Netzwerktypen. Die meisten verwenden unter-
schiedliche Gerdtenamen und die Konfigurationsdateien sind im Dateisystem an
unterschiedlichen Speicherorten verteilt. Einen detaillierten Uberblick iiber die
Aspekte der manuellen Netzwerkkonfiguration finden Sie in Abschnitt 21.6, ,,Manuelle
Netzwerkkonfiguration® (S. 388).

Bei der Installation auf einem Notebook (auf dem NetworkManager standardmafig
aktiv ist) konfiguriert YaST alle erkannten Schnittstellen. Wenn NetworkManager nicht
aktiv ist, wird nur die erste Schnittstelle mit Link-Up (einem angeschlossenen Netzwerk-
kabel) automatisch konfiguriert. Zusétzliche Hardware kann jederzeit nach Abschluss
der Installation auf dem installierten System konfiguriert werden. In den folgenden
Abschnitten wird die Netzwerkkonfiguration fiir alle von openSUSE unterstiitzten
Netzwerkverbindungen beschrieben.

21.4.1 Konfigurieren der Netzwerkkarte mit
YaST

Zur Konfiguration verkabelter oder drahtloser Netzwerkkarten in YaST wihlen Sie
Netzwerkgerdte > Netzwerkeinstellungen aus. Nach dem Offnen des Moduls zeigt YaST
das Dialogfeld Netzwerkeinstellungen mit den vier Karteireitern Globale Optionen,
Ubersicht, Hostname/DNS und Routing an.

Auf dem Karteireiter Globale Optionen konnen allgemeine Netzwerkoptionen wie die
Verwendung der Optionen NetworkManager, IPv6 und allgemeine DHCP-Optionen
festgelegt werden. Weitere Informationen finden Sie unter ,,Konfigurieren globaler
Netzwerkoptionen® (S. 365).

Der Karteireiter Ubersicht enthilt Informationen {iber installierte Netzwerkschnittstellen
und -konfigurationen. Jede korrekt erkannte Netzwerkkarte wird dort mit ihrem Namen
aufgelistet. In diesem Dialogfeld kénnen Sie Karten manuell konfigurieren, entfernen
oder ihre Konfiguration d&ndern. Informationen zum manuellen Konfigurieren von
Karten, die nicht automatisch erkannt wurden, finden Sie unter ,,Konfigurieren einer
unerkannten Netzwerkkarte® (S. 373). Informationen zum Andern der Konfiguration
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einer bereits konfigurierten Karte finden Sie unter ,,Andern der Konfiguration einer
Netzwerkkarte® (S. 367).

Auf dem Karteireiter Hostname/DNS konnen der Hostname des Computers sowie die
zu verwendenden Nameserver festgelegt werden. Weitere Informationen finden Sie
unter ,,Konfigurieren des Hostnamens und DNS“ (S. 374).

Der Karteireiter Routing wird zur Konfiguration des Routings verwendet. Weitere
Informationen finden Sie unter ,,Konfigurieren des Routing® (S. 376).

Abbildung 21.3 Konfigurieren der Netzwerkeinstellungen

Netzwerkeinstellungen

Werwenden Sie NetworkManager, um die Verbindungen fir alle Schnittstellen tber ein Desktop-Applst verwalte... Weitere

Globale Optionen | Ubersicht | Hostname/DNS  Routing

Methode fiir den Netzwerkaufbau
Benutzergesteuert mithilfe von NetworkManager

© Traditionelle Methods mit ifup

IPv6-Protokoll-Einstellungen
El IPv6 aktivieren

Optionen fiir DHCP Client
Kennung fir DHCP-Client:

Zu sendender Hostname

[auto |

[ Standard-Route Ober DHCP 4ndern

Hilfe Abbrechen oK

Konfigurieren globaler Netzwerkoptionen

Auf dem Karteireiter Globale Optionen des YaST-Moduls Netzwerkeinstellungen
koénnen wichtige globale Netzwerkoptionen wie die Verwendung der Optionen Network-
Manager, [IPv6 und DHCP-Client festgelegt werden. Diese Einstellungen sind fiir alle
Netzwerkschnittstellen anwendbar.
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Unter Netzwerkeinrichtungsmethode wiahlen Sie die Methode aus, mit der Netzwerkver-
bindungen verwaltet werden sollen. Wenn die Verbindungen fiir alle Schnittstellen {iber
das Desktop-Applet NetworkManager verwaltet werden sollen, wihlen Sie Benutzerge-
steuert mithilfe von NetworkManager aus. Diese Option eignet sich besonders fiir den
Wechsel zwischen verschiedenen verkabelten und drahtlosen Netzwerken. Wenn Sie
keine Desktop-Umgebung (GNOME oder KDE) ausfiihren oder wenn Ihr Computer
ein Xen-Server oder ein virtuelles System ist oder Netzwerkdienste wie DHCP oder
DNS in Ihrem Netzwerk zur Verfligung stellt, verwenden Sie die Traditionelle Methode
mit ifup. Beim Einsatz von NetworkManager sollte nm—applet verwendet werden,
um Netzwerkoptionen zu konfigurieren. Die Karteireiter Ubersicht, Hostname/DNS
und Routing des Moduls Netzwerkeinstellungen sind dann deaktiviert. Weitere Informa-
tionen zu NetworkManager finden Sie unter Kapitel 5, Verwenden von NetworkManager
(1 Start).

Geben Sie unter /Pv6 Protocol Settings (IPv6-Protokolleinstellungen) an, ob Sie das
[Pv6-Protokoll verwenden mochten. IPv6 kann parallel zu IPv4 verwendet werden.
IPv6 ist standardméaBig aktiviert. In Netzwerken, die das IPv6-Protokoll nicht verwenden,
koénnen die Antwortzeiten jedoch schneller sein, wenn dieses Protokoll deaktiviert ist.
Zum Deaktivieren von IPv6 deaktivieren Sie die Option /Pv6 aktivieren. Dadurch wird
das automatische Laden des Kernel-Moduls von IPv6 unterbunden. Die Einstellungen
werden nach einem Neustart {ibernommen.

Unter Optionen fiir DHCP-Client konfigurieren Sie die Optionen fiir den DHCP-Client.
Die Kennung fiir DHCP-Client muss innerhalb eines Netzwerks fiir jeden DHCP-Client
eindeutig sein. Wenn dieses Feld leer bleibt, wird standardmdBig die Hardware-
Adresse der Netzwerkschnittstelle als Kennung {ibernommen. Falls Sie allerdings
mehrere virtuelle Computer mit der gleichen Netzwerkschnittstelle und damit der glei-
chen Hardware-Adresse ausfiihren, sollten Sie hier eine eindeutige Kennung in beliebi-
gem Format eingeben.

Unter Zu sendender Hostname wird eine Zeichenkette angegeben, die fiir das Optionsfeld
"Hostname" verwendet wird, wenn dhcpcd Nachrichten an den DHCP-Server sendet.
Einige DHCP-Server aktualisieren Namenserver-Zonen gemal3 diesem Hostnamen
(dynamischer DNS). Bei einigen DHCP-Servern muss das Optionsfeld Zu sendender
Hostname in den DHCP-Nachrichten der Clients zudem eine bestimmte Zeichenkette
enthalten. Ubernehmen Sie die Einstellung AUTO, um den aktuellen Hostnamen zu
senden (d. h. der aktuelle in /et c/HOSTNAME festgelegte Hostname). Lassen Sie das
Optionsfeld leer, wenn kein Hostname gesendet werden soll. Wenn die Standardroute
nicht gemif der Informationen von DHCP gedndert werden soll, deaktivieren

Sie Standardroute iiber DHCP dndern.
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Andern der Konfiguration einer Netzwerkkarte

Wenn Sie die Konfiguration einer Netzwerkkarte &ndern mdchten, wihlen Sie die
Karte aus der Liste der erkannten Karten unter Netzwerkeinstellungen > Ubersicht in
YaST und klicken Sie auf Bearbeiten. Das Dialogfeld Netzwerkkarten-Setup wird
angezeigt. Hier konnen Sie die Kartenkonfiguration auf den Karteireitern Allgemein,
Adresse und Hardware anpassen. Genauere Informationen zur drahtlosen Kartenkonfi-
guration finden Sie unter Abschnitt 32.5, ,, Konfiguration mit YaST* (S. 578).

IP-Adressen konfigurieren

Die IP-Adresse der Netzwerkkarte oder die Art der Festlegung dieser IP-Adresse kann
auf dem Karteireiter Adresse im Dialogfeld Einrichten der Netzwerkkarte festgelegt
werden. Die Adressen IPv4 und IPv6 werden unterstiitzt. Fiir die Netzwerkkarte konnen
die Einstellungen Keine IP-Adresse (niitzlich fiir eingebundene Gerite), Statisch zuge-
wiesene IP-Adresse (IPv4 oder IPv6) oder Dynamische Adresse iiber DHCP und/oder
Zeroconf zugewiesen werden.

Wenn Sie Dynamische Adresse verwenden, wahlen Sie, ob Nue DHCP-Version 4 (fiir
[Pv4), Nur DHCP-Version 6 (fiir IPv6) oder DHCP-Version 4 und 6 verwendet werden
soll.

Wenn moglich wird die erste Netzwerkkarte mit einer Verbindung, die bei der Installa-
tion verfiigbar ist, automatisch zur Verwendung der automatischen Adressenkonfigura-
tion mit DHCP konfiguriert. Bei Laptop-Computern, auf denen NetworkManager
standardmafig aktiv ist, werden alle Netzwerkkarten konfiguriert.

DHCEP sollten Sie auch verwenden, wenn Sie eine DSL-Leitung verwenden, Ihr ISP
(Internet Service Provider) Ihnen aber keine statische [P-Adresse zugewiesen hat. Wenn
Sie DHCP verwenden mochten, konfigurieren Sie dessen Einstellungen im Dialogfeld
Netzwerkeinstellungen des YaST-Konfigurationsmodul fiir Netzwerkkarten auf dem
Karteireiter Globale Optionen unter Optionen fiir DHCP-Client. In einer virtuellen
Hostumgebung, in der mehrere Hosts tiber dieselbe Schnittstelle kommunizieren,
miissen diese anhand der Kennung fiir DHCP-Client unterschieden werden.

DHCP eignet sich gut zur Client-Konfiguration, aber zur Server-Konfiguration ist es
nicht ideal. Wenn Sie eine statische IP-Adresse festlegen mochten, gehen Sie wie folgt
VOr:
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1 Wiéhlen Sie im YaST-Konfigurationsmodul fiir Netzwerkkarten auf dem Karteireiter
Ubersicht aus der Liste der erkannten Karten eine Netzwerkkarte aus und klicken
Sie auf Bearbeiten.

2 Wihlen Sie auf dem Karteireiter Adresse die Option Statisch zugewiesene IP-
Adresse aus.

3 Geben Sie die IP-Adresse ein. Es konnen beide Adressen, IPv4 und IPv6, verwendet
werden. Geben Sie die Netzwerkmaske in 7eilnetzmaske ein. Wenn die IPv6-
Adresse verwendet wird, benutzen Sie Teilnetzmaske fiir die Prifixlinge im Format

/64.

Optional kann ein voll qualifizierter Hostname fiir diese Adresse eingegeben werden,
der in die Konfigurationsdatei /etc/hosts geschrieben wird.

4 Klicken Sie auf Weiter.

5 Kilicken Sie auf OK, um die Konfiguration zu aktivieren.

Wenn Sie die statische Adresse verwenden, werden die Namenserver und das Standard-
Gateway nicht automatisch konfiguriert. Informationen zur Konfiguration von
Namenservern finden Sie unter ,,Konfigurieren des Hostnamens und DNS* (S. 374).

Informationen zur Konfiguration eines Gateways finden Sie unter ,,Konfigurieren des
Routing” (S. 376).

Konfigurieren von Aliassen

Ein Netzwerkgerit kann mehrere IP-Adressen haben, die Aliasse genannt werden.

ANMERKUNG: Aliasse stellen eine Kompatibilitdtsfunktion dar

Die so genannten Aliasse oder Labels funktionieren nur bei IPv4. Bei IPv6 werden
sie ignoriert. Bei der Verwendung von iproute2-Netzwerkschnittstellen kdnnen
eine oder mehrere Adressen vorhanden sein.

Gehen sie folgendermalfien vor, wenn Sie einen Alias fiir [hre Netzwerkkarte mithilfe
von YaST einrichten mdchten:
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6

Wiéhlen Sie im YaST-Konfigurationsmodul fiir Netzwerkkarten auf dem Karteireiter
Ubersicht aus der Liste der erkannten Karten eine Netzwerkkarte aus und klicken
Sie auf Bearbeiten.

Klicken Sie auf dem Karteireiter Adresse > Zusditzliche Adressen auf Hinzufiigen.

Geben Sie den Aliasnamen, die IP-Adresse und die Netzmaske ein. Nehmen Sie den
Schnittstellennamen nicht in den Aliasnamen auf.

Klicken Sie auf OK.
Klicken Sie auf Weiter.

Klicken Sie auf OK, um die Konfiguration zu aktivieren.

Andern des Geritenamens und der Udev-Regeln

Der Geritename der Netzwerkkarte kann wahrend des laufenden Betriebs gedndert
werden. Es kann auch festgelegt werden, ob udev die Netzwerkkarte tiber die Hardware-
Adresse (MAC) oder die Bus-ID erkennen soll. Die zweite Option ist bei grofien Servern
vorzuziehen, um einen Austausch der Karten unter Spannung zu erleichtern. Mit YaST
legen Sie diese Optionen wie folgt fest:

1

Wihlen Sie im YaST-Modul Netzwerkeinstellungen auf dem Karteireiter Ubersicht
aus der Liste der erkannten Karten eine Netzwerkkarte aus und klicken Sie auf
Bearbeiten.

Offnen Sie den Karteireiter Hardware. Der aktuelle Gerdtename wird unter Udev-
Regeln angezeigt. Klicken Sie auf Andern.

Wihlen Sie aus, ob udev die Karte iiber die MAC-Adresse oder die Bus-ID erkennen
soll. Die aktuelle MAC-Adresse und Bus-ID der Karte werden im Dialogfeld ange-
zeigt.

Aktivieren Sie zum Andern des Geritenamens die Option Gerdtenamen éndern und
bearbeiten Sie den Namen.

Klicken Sie auf OK und Weiter.

Klicken Sie auf OK, um die Konfiguration zu aktivieren.
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Andern des Kernel-Treibers fiir Netzwerkkarten

Fiir einige Netzwerkkarten sind eventuell verschiedene Kernel-Treiber verfiigbar. Wenn
die Karte bereits konfiguriert ist, ermdglicht YaST die Auswahl eines zu verwendenden
Kernel-Treibers aus einer Liste verfligbarer Treiber. Es ist auch mdglich, Optionen fiir
den Kernel-Treiber anzugeben. Mit YaST legen Sie diese Optionen wie folgt fest:

1 Wihlen Sie im YaST-Modul Netzwerkeinstellungen auf dem Karteireiter Ubersicht
aus der Liste der erkannten Karten eine Netzwerkkarte aus und klicken Sie auf
Bearbeiten.

2 Offnen Sie den Karteireiter Hardware.

3 Wihlen Sie den zu verwendenden Kernel-Treiber unter Modulname aus. Geben Sie
die entsprechenden Optionen fiir den ausgewdahlten Treiber unter Optionen im Format
Option=Wert ein. Wenn mehrere Optionen verwendet werden, sollten sie durch
Leerzeichen getrennt sein.

4 Klicken Sie auf OK und Weiter.

5 Kilicken Sie auf OK, um die Konfiguration zu aktivieren.

Aktivieren des Netzwerkgerats

Wenn Sie die traditionelle Methode mit ifup verwenden, kénnen Sie Thr Gerét so kon-
figurieren, dass es wahlweise beim Systemstart, bei der Verbindung per Kabel, beim
Erkennen der Karte, manuell oder nie startet. Wenn Sie den Geritestart andern mochten,
gehen Sie wie folgt vor:

1 Wihlen Sie in YaST eine Karte aus der Liste der erkannten Karten unter Netzwerk-
gerdte > Netzwerkeinstellungen und klicken Sie auf Bearbeiten.

2 In der Karteireiter Allgemein wéhlen Sie den gewiinschten Eintrag unter Gerdite-
Aktivierung.

Wiéhlen Sie Beim Systemstart, um das Gerdt beim Booten des Systems zu starten.
Wenn Bei Kabelanschluss aktiviert ist, wird die Schnittstelle auf physikalische
Netzwerkverbindungen tiberwacht. Wenn Falls hot-plugged aktiviert ist, wird die
Schnittstelle eingerichtet, sobald sie verfiigbar ist. Dies gleicht der Option Bei Sys-
temstart, fiihrt jedoch nicht zu einem Fehler beim Systemstart, wenn die Schnittstelle
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nicht vorhanden ist. Wihlen Sie Manuell, wenn Sie die Schnittstelle manuell mit
ifup steuern moéchten. Wihlen Sie Nie, wenn das Gerit gar nicht gestartet werden
soll. Bei NFSroot verhilt sich dhnlich wie Beim Systemstart, allerdings fahrt das
Kommando rcnetwork stop die Schnittstelle bei dieser Einstellung nicht her-
unter. Diese Einstellung empfiehlt sich bei einem NFS- oder iSCSI-Root-Dateisystem.

3 Klicken Sie auf Weiter.
4 Klicken Sie auf OK, um die Konfiguration zu aktivieren.

Normalerweise konnen Netzwerk-Schnittstellen nur vom Systemadministrator aktiviert
und deaktiviert werden. Wenn Benutzer in der Lage sein sollen, diese Schnittstelle tiber
Klnternet zu aktivieren, wihlen Sie Gerdtesteuerung fiir Nicht-Root-Benutzer iiber
Klinternet aktivieren aus.

Einrichten der GroRe der maximalen Transfereinheit

Sie konnen eine maximale Transfereinheit (MTU) fiir die Schnittstelle festlegen. MTU
bezieht sich auf die grofite zulassige Paketgrofle in Byte. Eine groBere MTU bringt eine
hohere Bandbreiteneffizienz. Gro3e Pakete kdnnen jedoch eine langsame Schnittstelle
fiir einige Zeit belegen und die Verzogerung fiir nachfolgende Pakete vergréfern.

1 Wihlen Sie in YaST eine Karte aus der Liste der erkannten Karten unter Netzwerk-
gerdite > Netzwerkeinstellungen und klicken Sie auf Bearbeiten.

2 Wihlen Sie im Karteireiter Allgemein den gewlinschten Eintrag aus der Liste Set
MTU (MTU festlegen).

3 Klicken Sie auf Weiter.

4 Klicken Sie auf OK, um die Konfiguration zu aktivieren.

Konfigurieren der Firewall

Sie miissen nicht die genaue Firewall-Konfiguration durchfiihren, wie unter Section “Con-
figuring the Firewall with YaST” (Chapter 14, Masquerading and Firewalls, 1 Security
Guide) beschrieben. Sie konnen einige grundlegende Firewall-Einstellungen fiir Thr
Gerit als Teil der Geratekonfiguration festlegen. Fiihren Sie dazu die folgenden
Schritte aus:
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1 Offnen Sie das YaST-Modul Netzwerkgerdte > Netzwerkeinstellungen. Wihlen Sie

im Karteireiter Ubersicht eine Karte aus der Liste erkannter Karten und klicken Sie
auf Bearbeiten.

Offnen Sie den Karteireiter Allgemein des Dialogfelds Netzwerkeinstellungen.

Legen Sie die Firewall-Zone fest, der Ihre Schnittstelle zugewiesen werden soll. Mit
den zur Verfiigung stehenden Optionen kénnen Sie

Firewall deaktiviert
Diese Option ist nur verfiigbar, wenn die Firewall deaktiviert ist und die Firewall
iberhaupt nicht ausgefiihrt wird. Verwenden Sie diese Option nur, wenn Thr
Computer Teil eines gro3eren Netzwerks ist, das von einer dufleren Firewall
geschiitzt wird.

Automatisches Zuweisen von Zonen
Diese Option ist nur verfiligbar, wenn die Firewall aktiviert ist. Die Firewall wird
ausgefiihrt und die Schnittstelle wird automatisch einer Firewall-Zone zugewie-
sen. Die Zone, die das Stichwort Be1iebig enthilt, oder die externe Zone
wird fiir solch eine Schnittstelle verwendet.

Interne Zone (ungeschiitzt)
Die Firewall wird ausgefiihrt, aber es gibt keine Regeln, die diese Schnittstelle
schiitzen. Verwenden Sie diese Option, wenn Ihr Computer Teil eines grofleren
Netzwerks ist, das von einer dueren Firewall geschiitzt wird. Sie ist auch
niitzlich fiir die Schnittstellen, die mit dem internen Netzwerk verbunden
sind,wenn der Computer {iber mehrere Netzwerkschnittstellen verfiigt.

Demilitarisierte Zone
Eine demilitarisierte Zone ist eine zusdtzliche Verteidigungslinie zwischen einem
internen Netzwerk und dem (feindlichen) Internet. Die dieser Zone zugewiesenen
Hosts konnen vom internen Netzwerk und vom Internet erreicht werden, konnen
jedoch nicht auf das interne Netzwerk zugreifen.

Externe Zone
Die Firewall wird an dieser Schnittstelle ausgefiihrt und schiitzt sie vollstindig
vor anderem (moglicherweise feindlichem) Netzwerkverkehr. Dies ist die
Standardoption.

4 Klicken Sie auf Weiter.
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5 Aktivieren Sie die Konfiguration, indem Sie auf OK klicken.

Konfigurieren einer unerkannten Netzwerkkarte

Thre Karte wird unter Umstdnden nicht richtig erkannt. In diesem Fall erscheint sie
nicht in der Liste der erkannten Karten. Wenn Sie sich nicht sicher sind, ob Thr System
iiber einen Treiber fiir die Karte verfiigt, konnen Sie sie manuell konfigurieren. Sie
konnen auch spezielle Netzwerkgeritetypen konfigurieren, z. B. Bridge, Bond, TUN
oder TAP. So konfigurieren Sie eine nicht erkannte Netzwerkkarte (oder ein spezielles
Gerit):

1 Klicken Sie im Dialogfeld Netzwerkgeriite > Netzwerkeinstellungen > Ubersicht in
YaST auf Hinzufiigen.

2 Legen Sie den Gerdtetyp der Schnittstelle im Dialogfeld Hardware mit Hilfe der
verfiighbaren Optionen fest und geben Sie einen Konfigurationsnamen ein. Wenn es
sich bei der Netzwerkkarte um ein PCMCIA- oder USB-Gerit handelt, aktivieren
Sie das entsprechende Kontrollkdstchen und schlieen Sie das Dialogfeld durch
Klicken auf Weiter. Ansonsten konnen Sie den Kernel Modulname definieren, der
fiir die Karte verwendet wird, sowie gegebenenfalls dessen Optionen.

Unter Ethtool-Optionen kénnen Sie die von i fup fiir die Schnittstelle verwendeten
Ethtool-Optionen einstellen. Die verfiigbaren Optionen werden auf der man-Seite
ethtool beschrieben. Wenn die Optionszeichenkette mit einem — beginnt (z. B.
—-K Schnittstellenname rx on), wird das zweite Wort der Zeichenkette
durch den aktuellen Schnittstellennamen ersetzt. Andernfalls (z. B. bei autoneg
off speed 10)stellt i fup die Zeichenkette —s Schnittstellenname
voran.

3 Klicken Sie auf Weiter.

4 Konfigurieren Sie die bendtigten Optionen wie die IP-Adresse, die Geriteaktivierung
oder die Firewall-Zone fiir die Schnittstelle auf den Karteireitern Allgemein, Adresse
und Hardware. Weitere Informationen zu den Konfigurationsoptionen finden Sie in
,Andern der Konfiguration einer Netzwerkkarte“ (S. 367).

5 Wenn Sie fiir den Gerédtetyp der Schnittstelle die Option Drahtlos gewahlt haben,
konfigurieren Sie im nédchsten Dialogfeld die drahtlose Verbindung.
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6 Klicken Sie auf Weiter.

7 Klicken Sie auf OK, um die neue Netzwerkkonfiguration zu aktivieren.

Konfigurieren des Hostnamens und DNS

Wenn Sie die Netzwerkkonfiguration wéhrend der Installation noch nicht geandert
haben und die verkabelte Karte bereits verfiigbar war, wurde automatisch ein Hostname
fiir Thren Computer erstellt und DHCP wurde aktiviert. Dasselbe gilt fiir die Namens-
servicedaten, die IThr Host fiir die Integration in eine Netzwerkumgebung bengtigt.
Wenn DHCP fiir eine Konfiguration der Netzwerkadresse verwendet wird, wird die
Liste der Domain Name Server automatisch mit den entsprechenden Daten versorgt.
Falls eine statische Konfiguration vorgezogen wird, legen Sie diese Werte manuell fest.

Wenn Sie den Namen Thres Computers und die Namenserver-Suchliste andern mochten,
gehen Sie wie folgt vor:

1 Wechseln Sie zum Karteireiter Netzwerkeinstellungen > Hostname/DNS im Modul
Netzwerkgerdte in YaST.

2 Geben Sie den Hostnamen und bei Bedarf auch den Domdnennamen ein. Die
Domine ist besonders wichtig, wenn der Computer als Mailserver fungiert. Der
Hostname ist global und gilt fiir alle eingerichteten Netzwerkschnittstellen.

Wenn Sie zum Abrufen einer IP-Adresse DHCP verwenden, wird der Hostname
Thres Computers automatisch durch DHCP festgelegt. Sie sollten dieses Verhalten
deaktivieren, wenn Sie Verbindungen zu verschiedenen Netzwerken aufbauen, da
Sie verschiedene Hostnamen zuweisen kénnen und das Andern des Hostnamens
beim Ausfiihren den grafischen Desktop verwirren kann. Zum Deaktivieren von
DHCP, damit Sie eine IP-Adresse erhalten, deaktivieren Sie Hostnamen iiber DHCP
dndern.

Mithilfe von Hostnamen zu Loopback-IP zuweisen wird der Hostname mit der IP-

Adresse 127.0.0.2 (Loopback) in /et c/hosts verkniipft. Diese Option ist
hilfreich, wenn der Hostname jederzeit, auch ohne aktives Netzwerk, aufldsbar sein
soll.

3 Legen Sie unter DNS-Konfiguration dndern fest, wie die DNS-Konfiguration
(Namenserver, Suchliste, Inhalt der Datei /etc/resolv.conf) gedndert wird.
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Wenn die Option Standardrichtlinie verwenden ausgewahlt ist, wid die Konfiguration
vom Skript net config verwaltet, das die statisch definierten Daten (mit YaST
oder in den Konfigurationsdateien) mit dynamisch bezogenen Daten (vom DHCP-
Client oder NetworkManager) zusammenfiihrt. Diese Standardrichtlinie ist in den
meisten Fillen ausreichend.

Wenn die Option Nur manuell ausgewdhlt ist, darf net config die Datei /etc/
resolv.conf nicht dndern. Jedoch kann diese Datei manuell bearbeitet werden.

Wenn die Option Benutzerdefinierte Richtlinie ausgewahlt ist, muss eine Zeichenkette
fiir die benutzerdefinierte Richtlinienregel angegeben werden, welche die Zusam-
menfiihrungsrichtlinie definiert. Die Zeichenkette besteht aus einer durch Kommas
getrennten Liste mit Schnittstellennamen, die als giiltige Quelle fiir Einstellungen
betrachtet werden. Mit Ausnahme vollstdndiger Schnittstellennamen sind auch
grundlegende Platzhalter zuléssig, die mit mehreren Schnittstellen tibereinstimmen.
Beispiel: eth* ppp? richtet sich zuerst an alle eth- und dann an alle ppp0-ppp9-
Schnittstellen. Es gibt zwei spezielle Richtlinienwerte, die angeben, wie die statischen
Einstellungen angewendet werden, die in der Datei /etc/sysconfig/network/
config definiert sind:

STATIC
Die statischen Einstellungen miissen mit den dynamischen Einstellungen
zusammengefiihrt werden.

STATIC_FALLBACK
Die statischen Einstellungen werden nur verwendet, wenn keine dynamische
Konfiguration verfiigbar ist.

Weitere Informationen finden Sie unter man 8 netconfig.

4 Geben Sie die Namenserver ein und fiillen Sie die Domdnensuchliste aus. Nameserver
miissen in der IP-Adresse angegeben werden, wie zum Beispiel 192.168.1.116, nicht
im Hostnamen. Namen, die im Karteireiter Domdnensuche angegeben werden, sind
Namen zum Auflosen von Hostnamen ohne angegebene Domine. Wenn mehr als
eine Suchdomdne verwendet wird, miissen die Domanen durch Kommas oder Leer-
zeichen getrennt werden.

5 Klicken Sie auf OK, um die Konfiguration zu aktivieren.
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Konfigurieren des Routing

Damit Thre Maschine mit anderen Maschinen und Netzwerken kommuniziert, miissen
Routing-Daten festgelegt werden. Dann nimmt der Netzwerkverkehr den korrekten
Weg. Wird DHCP verwendet, werden diese Daten automatisch angegeben. Wird eine
statische Konfiguration verwendet, miissen Sie die Daten manuell angeben.

1 Navigieren Sie in YaST zu Netzwerkeinstellungen > Routing.

2 Geben Sie die IP-Adresse fiir das Standard-Gateway ein (gegebenenfalls [Pv4 und
IPv6). Der Standard-Gateway entspricht jedem moglichen Ziel, wenn aber ein
anderer Eintrag der erforderlichen Adresse entspricht, wird diese anstelle der Stan-
dardroute verwendet.

3 In der Routing-Tabelle konnen weitere Eintrige vorgenommen werden. Geben Sie
die IP-Adresse fiir das Ziel-Netzwerk, die IP-Adresse des Gateways und die Netz-
maske ein. Wihlen Sie das Gerdit aus, durch das der Datenverkehr zum definierten
Netzwerk geroutet wird (das Minuszeichen steht fiir ein beliebiges Gerét). Verwenden
Sie das Minuszeichen —, um diese Werte frei zu lassen. Verwenden Sie default
im Feld Ziel, um in der Tabelle ein Standard-Gateway einzugeben.

ANMERKUNG

Wenn mehrere Standardrouten verwendet werden, kann die Metrik-Option
verwendet werden, um festzulegen, welche Route eine héhere Prioritdt hat.
Geben Sie zur Angabe der Metrik-Option - Metrik Nummer unter

Optionen ein. Die Route mit der héchsten Metrik wird als Standard verwendet.
Wenn das Netzwerkgerat getrennt wird, wird seine Route entfernt und die
ndchste verwendet. Der aktuelle Kernel verwendet jedoch keine Metrik bei
statischem Routing, sondern nur ein Routing-Damon wie multipathd.

4 Wenn das System ein Router ist, aktivieren Sie die Option /P-Weiterleitung in den
Netzwerkeinstellungen.

5 Kilicken Sie auf OK, um die Konfiguration zu aktivieren.
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21.4.2 Modem

Im YaST-Kontrollzentrum greifen Sie mit Netzwerkgerdite > Modem auf die Modem-
Konfiguration zu. Wenn Thr Modem nicht automatisch erkannt wurde, wechseln Sie
zum Karteireiter Modemgerdite und 6ftnen Sie das Dialogfeld fiir manuelle Konfigura-
tion, indem Sie auf Hinzufiigen klicken. Geben Sie unter Modemgeriit die Schnittstelle
an, an die das Modem angeschlossen ist.

TIPP: CDMA- und GPRS-Modems

Konfigurieren Sie unterstiitzte CDMA- und GPRS-Modems mit dem
YaST-Modem-Modul wie reguldare Modems.

Abbildung 21.4 Modemkonfiguration

= Modemparameter
Bitte geben Sie alle Werte fir die Modemkonfiguration ein. Weiters

Modemgerat:

| fdevimodem v
Amtskennziffer (falls nitig)
Wahlmodus Spezielle Einstellungen
© Tonwahl i Lautsprecher an
Impulswahl ) Wahlton abwarten
Details
Hilfe Abbrechen Zuriick \ Weiter |

Wenn eine Telefonanlage zwischengeschaltet ist, miissen Sie ggf. eine Vorwahl fiir die
Amtsholung eingeben. Dies ist in der Regel die Null. Sie konnen diese aber auch in der
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Bedienungsanleitung der Telefonanlage finden. Zudem kénnen Sie festlegen, ob Ton-
oder Impulswahl verwendet, der Lautsprecher eingeschaltet und der Wéhlton abgewartet
werden soll. Letztere Option sollte nicht verwendet werden, wenn Thr Modem an einer
Telefonanlage angeschlossen ist.

Legen Sie unter Details die Baudrate und die Zeichenketten zur Modeminitialisierung
fest. Andern Sie die vorhandenen Einstellungen nur, wenn das Modem nicht automatisch
erkannt wird oder es spezielle Einstellungen fiir die Dateniibertragung benétigt. Dies
ist vor allem bei ISDN-Terminaladaptern der Fall. Schlieen Sie das Dialogfeld mit
OK. Wenn Sie die Kontrolle des Modems an normale Benutzer ohne Root-Berechtigung
abgeben mdchten, aktivieren Sie Gerdtesteuerung fiir Nicht-Root-Benutzer via Kinternet
ermoglichen. Auf diese Weise kann ein Benutzer ohne Administratorberechtigungen
eine Schnittstelle aktivieren oder deaktivieren. Geben Sie unter Reguldrer Ausdruck
fiir Vorwahl zur Amtsholung einen reguliren Ausdruck an. Dieser muss der vom
Benutzer unter Dial Prefix (Vorwahl) in KInternet bearbeitbaren Vorwahl entsprechen.
Wenn dieses Feld leer ist, kann ein Benutzer ohne Administratorberechtigungen keine
andere Vorwahl festlegen.

Wiéhlen Sie im nichsten Dialogfeld den ISP (Internet Service Provider). Wenn Sie Thren
Provider aus einer Liste der fiir [hr Land verfiigbaren Provider auswédhlen mochten,
aktivieren Sie Land. Sie kdnnen auch auf Neu klicken, um ein Dialogfeld zu 6ffnen, in
dem Sie die Daten Ihres ISPs eingeben kénnen. Dazu gehoren ein Name fiir die Ein-
wahlverbindung und den ISP sowie die vom ISP zur Verfiigung gestellten Benutzer-
und Kennwortdaten fiir die Anmeldung. Aktivieren Sie /mmer Passwort abfragen,
damit immer eine Passwortabfrage erfolgt, wenn Sie eine Verbindung herstellen.

Im letzten Dialogfeld konnen Sie zusitzliche Verbindungsoptionen angeben:

Dial-On-Demand
Wenn Sie Dial-on-Demand aktivieren, miissen Sie mindestens einen Namenserver
angeben. Verwenden Sie diese Funktion nur, wenn Sie iiber eine giinstige Internet-
Verbindung oder eine Flatrate verfiigen, da manche Programme in regelméfligen
Abstdnden Daten aus dem Internet abfragen.

Wiihrvend Verbindung DNS dndern
Diese Option ist standardmiBig aktiviert, d. h. die Adresse des Namenservers wird
bei jeder Verbindung mit dem Internet automatisch aktualisiert.
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DNS automatisch abrufen
Wenn der Provider nach dem Herstellen der Verbindung seinen DNS-Server nicht
ibertrégt, deaktivieren Sie diese Option und geben Sie die DNS-Daten manuell
ein.

Automatische Verbindungswiederherstellung
Wenn aktiviert, wird nach einem Fehler automatisch versucht, die Verbindung
wiederherzustellen.

Ignoriere Eingabeaufforderung
Diese Option deaktiviert die Erkennung der Eingabeaufforderungen des Einwahl-
servers. Aktivieren Sie diese Option, wenn der Verbindungsaufbau sehr lange
dauert oder die Verbindung nicht zustande kommt.

Externe Firewall-Schnittstelle
Durch Auswahl dieser Option wird die Firewall aktiviert und die Schnittstelle als
extern festgelegt. So sind Sie fiir die Dauer Ihrer Internetverbindung vor Angriffen
von auflen geschiitzt.

Idle-Time-Out (Sekunden)
Mit dieser Option legen Sie fest, nach welchem Zeitraum der Netzwerkinaktivitit
die Modemverbindung automatisch getrennt wird.

IP-Details
Diese Option 6ffnet das Dialogfeld fiir die Adresskonfiguration. Wenn Ihr ISP
Threm Host keine dynamische IP-Adresse zuweist, deaktivieren Sie die Option
Dynamische IP-Adresse und geben Sie die lokale IP-Adresse des Hosts und
anschlieend die entfernte IP-Adresse ein. Diese Informationen erhalten Sie von
Threm ISP. Lassen Sie die Option Standard-Route aktiviert und schlie3en Sie das
Dialogfeld mit OK.

Durch Auswahl von Weiter gelangen Sie zum urspriinglichen Dialogfeld zurlick, in

dem eine Zusammenfassung der Modemkonfiguration angezeigt wird. Schlieflen Sie
das Dialogfeld mit OK.

21.4.3 ISDN

Dieses Modul erméglicht die Konfiguration einer oder mehrerer ISDN-Karten in Threm
System. Wenn YaST Thre ISDN-Karte nicht erkannt hat, klicken Sie auf dem Karteireiter
ISDN-Gerdte auf Hinzufiigen und wéhlen Sie Thre Karte manuell aus. Theoretisch
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konnen Sie mehrere Schnittstellen einrichten, im Normalfall ist dies aber nicht notwen-
dig, da Sie fiir eine Schnittstelle mehrere Provider einrichten kdnnen. Die nachfolgenden
Dialogfelder dienen dann dem Festlegen der verschiedenen ISDN-Optionen fiir den
ordnungsgemafen Betrieb der Karte.

Abbildung 21.5 ISDN-Konfiguration

= ISDN-Low-Level-Konfiguration filr contrcontr0

Mur wenn Sie eine alte ISA-Karte einsetzen, kénnen Sie Angaben zum E/A-Port oder zu den Speicheradressen und... Weitere

Informationen zur ISDN-Karte
Hersteller Abhocom/Magitek
ISDN-Karte 2BD1

ISDN-Protokell Land

© Euro-ISDN (EDSS1) Deutschland LA

1TRE Crtsvorwahl Amtskennziffer:

Standlsitung ‘ | ‘

NI1
- [l ISDN-Protokollierung starten

Gerat aktivieran:

Bei Systemstart v

Hilfe Abbrechen Zuriick \ OK |

Wihlen Sie im nédchsten Dialogfeld, das in Abbildung 21.5, ,ISDN-Konfiguration®
(S. 380) dargestellt ist, das zu verwendende Protokoll. Der Standard ist Euro-ISDN
(EDSS1), aber fiir dltere oder grofere Telefonanlagen wéhlen Sie 17R6. Fiir die USA
gilt NI1. Wihlen Sie das Land in dem dafiir vorgesehenen Feld aus. Die entsprechende
Landeskennung wird im Feld daneben angezeigt. Geben Sie dann noch die Ortsnetz-
kennzahl und ggf. die Vorwahl zur Amtsholung ein. Wenn nicht der gesamte ISDN-
Datenverkehr protokolliert werden soll, deaktivieren Sie die Option ISDN-Protokollie-
rung starten.

Gerdte-Aktivierung definiert, wie die ISDN-Schnittstelle gestartet werden soll: Beim
Systemstart initialisiert den ISDN-Treiber bei jedem Systemstart. Bei Manuell miissen
Sie den ISDN-Treiber als root laden. Verwenden Sie hierfiir den Befehl rcisdn
start. Falls hot-plugged wird fir PCMCIA- oder USB-Gerite verwendet. Diese
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Option 14dt den Treiber, nachdem das Gerit eingesteckt wurde. Wenn Sie alle Einstel-
lungen vorgenommen haben, klicken Sie auf OK.

Im néchsten Dialogfeld kénnen Sie den Schnittstellentyp fiir die ISDN-Karte angeben
und weitere ISPs zu einer vorhandenen Schnittstelle hinzufiigen. Schnittstellen konnen
in den Betriebsarten SyncPPP oder RawIP angelegt werden. Die meisten ISPs ver-
wenden jedoch den SyncPPP-Modus, der im Folgenden beschrieben wird.

Abbildung 21.6 Konfiguration der ISDN-Schnittstelle

2= SyncPPP-Schnittstelle ipppnet0 hinzufiigen

Eigene Telefonnummer - Falls |hre ISDM-Karte direkt an Ihrem Telefonanschluss angeschlossen ist, tragen Sie als eigen... Weitere

Verbindungseinstellungen
Eigene Telefonnummer.

[

Gerat aktiviersn:

Manuell N [ Erlaube Gertesteuerung ohne root-Rechte mittels Qinternet

B ChargeHUP
Kanalbiindelung

[ Externe Firewall-Schnittstelle 4 Firewall neu starten

Details.

Hilfe Abbrechen Zuriick Weiter

Die Nummer, die Sie unter Eigene Telefonnummer eingeben, ist vom jeweiligen
Anschlussszenario abhidngig:

ISDN-Karte direkt an der Telefondose
Eine standardméfige ISDN-Leitung bietet IThnen drei Rufnummern (so genannte
MSNs, Multiple Subscriber Numbers). Auf Wunsch kénnen (auch) bis zu zehn
Rufnummern zur Verfiigung gestellt werden. Eine dieser MSNs muss hier eingege-
ben werden, allerdings ohne Ortsnetzkennzahl. Sollten Sie eine falsche Nummer
eintragen, wird Ihr Netzbetreiber die erste Ihrem ISDN-Anschluss zugeordnete
MSN verwenden.
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ISDN-Karte an einer Telefonanlage
Auch hier kann die Konfiguration je nach installierten Komponenten variieren:

1. Kleinere Telefonanlagen fiir den Hausgebrauch verwenden fiir interne Anrufe
in der Regel das Euro-ISDN-Protokoll (EDSS1). Diese Telefonanlagen haben
einen internen SO0-Bus und verwenden fiir die angeschlossenen Geréte interne
Rufnummern.

Fiir die Angabe der MSN verwenden Sie eine der internen Rufnummern. Eine
der moglichen MSNs Threr Telefonanlage sollte funktionieren, sofern fiir diese
der Zugriff nach auflen freigeschaltet ist. Im Notfall funktioniert eventuell auch
eine einzelne Null. Weitere Informationen dazu entnehmen Sie bitte der Doku-
mentation Threr Telefonanlage.

2. GroBere Telefonanlagen (z. B. in Unternehmen) verwenden fiir die internen
Anschliisse das Protokoll 1'TR6. Die MSN heif3t hier EAZ und ist iiblicherweise
die Durchwahl. Fiir die Konfiguration unter Linux ist die Eingabe der letzten
drei Stellen der EAZ in der Regel ausreichend. Im Notfall probieren Sie die
Ziffern 1 bis 9.

Wenn die Verbindung vor der nichsten zu zahlenden Gebiihreneinheit getrennt werden
soll, aktivieren Sie ChargeHUP. Dies funktioniert unter Umstdnden jedoch nicht mit
jedem ISP. Durch Auswahl der entsprechenden Option kdnnen Sie auch die Kanalbiin-
delung (Multilink-PPP) aktivieren. Sie konnen die Firewall fiir die Verbindung aktivie-
ren, indem Sie Externe Firewall-Schnittstelle und Firewall neu starten auswihlen.
Wenn Sie normalen Benutzern ohne Administratorberechtigung die Aktivierung und
Deaktivierung der Schnittstelle erlauben mochten, aktivieren Sie Gerdtesteuerung fiir
Nicht-Root-Benutzer via Kinternet ermoglichen.

Details 6ffnet ein Dialogfeld, das fiir die Implementierung komplexerer Verbindungs-
szenarien ausgelegt und aus diesem Grund fiir normale Heimbenutzer nicht relevant
ist. Schlieflen Sie das Dialogfeld Details mit OK.

Im nichsten Dialogfeld konfigurieren Sie die Einstellungen der IP-Adressen. Wenn Ihr
Provider IThnen keine statische IP-Adresse zugewiesen hat, wihlen Sie Dynamische IP-
Adresse. Anderenfalls tragen Sie gemdl3 den Angaben Thres Providers die lokale IP-
Adresse Ihres Rechners sowie die entfernte IP-Adresse in die dafiir vorgesehenen Felder
ein. Soll die anzulegende Schnittstelle als Standard-Route ins Internet dienen, aktivieren
Sie Standard-Route. Beachten Sie, dass jeweils nur eine Schnittstelle pro System als
Standard-Route in Frage kommt. Schlief3en Sie das Dialogfeld mit Weiter.
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Im folgenden Dialogfeld konnen Sie Ihr Land angeben und einen ISP wihlen. Bei den
in der Liste aufgefiihrten ISPs handelt es sich um Call-By-Call-Provider. Wenn Ihr ISP
in der Liste nicht aufgefiihrt ist, wahlen Sie Neu. Dadurch wird das Dialogfeld Provider-
Parameter gedftnet, in dem Sie alle Details zu Ihrem ISP eingeben kénnen. Die Tele-
fonnummer darf keine Leerzeichen oder Kommas enthalten. Geben Sie dann den
Benutzernamen und das Passwort ein, den bzw. das Sie von Ihrem ISP erhalten haben.
Wihlen Sie anschlieBend Weiter.

Um auf einem eigenstidndigen Arbeitsplatzrechner Dial-On-Demand verwenden zu
koénnen, miissen Sie auch den Namenserver (DNS-Server) angeben. Die meisten Provider
unterstiitzen heute die dynamische DNS-Vergabe, d. h. beim Verbindungsaufbau wird
die IP-Adresse eines Namenservers iibergeben. Bei einem Einzelplatz-Arbeitsplatzrech-
ner miissen Sie dennoch eine Platzhalteradresse wie 192.168.22 .99 angeben. Wenn
Ihr ISP keine dynamischen DNS-Namen unterstiitzt, tragen Sie die IP-Adressen der
Namenserver des ISPs ein. Ferner konnen Sie festlegen, nach wie vielen Sekunden die
Verbindung automatisch getrennt werden soll, falls in der Zwischenzeit kein Datenaus-
tausch stattgefunden hat. Bestdtigen Sie die Einstellungen mit Weiter. YaST zeigt eine
Zusammenfassung der konfigurierten Schnittstellen an. Klicken Sie zur Aktivierung
dieser Einstellungen auf OK.

21.4.4 Kabelmodem

In einigen Landern wird der Zugriff auf das Internet iiber Kabel-TV mehr und mehr
iblich. Der TV-Kabel-Abonnent erhilt in der Regel ein Modem, das auf der einen
Seite an die TV-Kabelbuchse und auf der anderen Seite (mit einem 10Base-TG Twisted-
Pair-Kabel) an die Netzwerkkarte des Computers angeschlossen wird. Das Kabelmodem
stellt dann eine dedizierte Internetverbindung mit einer statischen IP-Adresse zur Ver-
fligung.

Richten Sie sich bei der Konfiguration der Netzwerkkarte nach den Anleitungen Thres
ISP (Internet Service Provider) und wihlen Sie entweder Dynamische Adresse oder
Statisch zugewiesene IP-Adresse aus. Die meisten Provider verwenden heute DHCP.
Eine statische IP-Adresse ist oft Teil eines speziellen Firmenkontos.

Weitere Informationen zur Konfiguration von Kabelmodems erhalten Sie im entspre-

chenden Artikel der Support-Datenbank. Dieser ist online verfiigbar unter http: //

en.opensuse.org/SDB:Setting_Up_an_Internet_Connection_via
_Cable_Modem_with_SuSE_Linux_8.0_or_Higher.
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21.4.5 DSL

Um das DSL-Gerét zu konfigurieren, wéhlen Sie das DSL-Modul aus dem Abschnitt
YaSTNetzwerkgerdte aus. Dieses YaST-Modul besteht aus mehreren Dialogfeldern,
in denen Sie die Parameter des DSL-Zugangs basierend auf den folgenden Protokollen
festlegen kdnnen:

» PPP {iber Ethernet (PPPoE)

+ PPP iiber ATM (PPPoATM)

+ CAPI fiir ADSL (Fritz-Karten)

« Tunnel-Protokoll fiir Point-to-Point (PPTP) — Osterreich

Im Dialogfeld Uberblick iiber die DSL-Konfiguration finden Sie auf dem Karteireiter
DSL-Geriite eine Liste der installierten DSL-Gerite. Zur Anderung der Konfiguration
eines DSL-Gerits wihlen Sie das Gerit in der Liste aus und klicken Sie auf Bearbeiten.
Wenn Sie ein neues DSL-Gerdt manuell konfigurieren méchten, klicken Sie auf Hinzu-

fiigen.

Zur Konfiguration eines DSL-Zugangs auf der Basis von PPPoE oder PPTP ist es
erforderlich, die entsprechende Netzwerkkarte korrekt zu konfigurieren. Falls noch
nicht geschehen, konfigurieren Sie zunichst die Karte, indem Sie Netzwerkkarten kon-
figurieren auswéhlen (siehe Abschnitt 21.4.1, ,,Konfigurieren der Netzwerkkarte mit
YaST*“ (S. 364)). Bei DSL-Verbindungen kénnen die Adressen zwar automatisch verge-
ben werden, jedoch nicht tiber DHCP. Aus diesem Grund diirfen Sie die Option Dynamic
Address (Dynamische Adresse) nicht aktivieren. Geben Sie stattdessen eine statische
Dummy-Adresse fiir die Schnittstelle ein, z. B. 192.168.22. 1. Geben Sie unter
Subnetzmaske 255 .255.255 . 0 ein. Wenn Sie eine Einzelplatz-Arbeitsstation konfi-
gurieren, lassen Sie das Feld Standard-Gateway leer.

TIPP

Die Werte in den Feldern IP-Adresse und Subnetzmaske sind lediglich Platzhalter.
Sie haben fiir den Verbindungsaufbau mit DSL keine Bedeutung und werden
nur zur Initialisierung der Netzwerkkarte benétigt.

Wihlen Sie im ersten Dialogfeld fiir die DSL-Konfiguration (siehe Abbildung 21.7,
»DSL-Konfiguration“ (S. 385)) den PPP-Modus und die Ethernetkarte, mit der das
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DSL-Modem verbunden ist (in den meisten Féllen ist dies et h0). Geben Sie
anschlieend unter Gerdte-Aktivierung an, ob die DSL-Verbindung schon beim Booten
des Systems gestartet werden soll. Aktivieren Sie Gerdtesteuerung fiir Nicht-Root-
Benutzer via KInternet erméglichen, wenn Sie normalen Benutzern ohne Root-
Berechtigung die Aktivierung und Deaktivierung der Schnittstelle via KInternet erlauben
mochten.

Wihlen Sie im néchsten Dialogfeld Ihr Land aus und treffen Sie eine Auswahl aus den
ISPs, die in Ihrem Land verfiigbar sind. Die Inhalte der danach folgenden Dialogfelder
der DSL-Konfiguration hdngen stark von den bis jetzt festgelegten Optionen ab und

werden in den folgenden Abschnitten daher nur kurz angesprochen. Weitere Informa-
tionen zu den verfligbaren Optionen erhalten Sie in der ausfiihrlichen Hilfe in den ein-
zelnen Dialogfeldern.

Abbildung 21.7 DSL-Konfiguration

== Konfiguration von DSL
=

Nehmen Sie hier die wichtigsten Einstellungen fir den DSL-Anschluss vor. Wkitere

Hilfe

Verbindungseinstellungen fiir DSL

PPP-Modus
FPP Uber Ethernet

Vom PPP-Modus abhédngige Einstellungen

Ethernetkarte
79c970 [PCnet32 LANCE]
Netzwerkkarte - DHCP-Adresse

Metzwerkkarten konfiguriersn

Gerat aktivieren

Manuell v

[ Erlaube Geratesteuerung ohne root-Rechte mittels Qintzmet

| Weiter |

Um auf einem Einzelplatz-Arbeitsplatzrechner Dial-On-Demand verwenden zu kénnen,
miissen Sie auf jeden Fall den Namenserver (DNS-Server) angeben. Die meisten Pro-
vider unterstiitzen die dynamische DNS-Vergabe, d. h. beim Verbindungsautbau wird
die IP-Adresse eines Namenservers iibergeben. Bei einem Einzelplatz-Arbeitsplatzrech-
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ner miissen Sie jedoch eine Platzhalteradresse wie 192.168.22. 99 angeben. Wenn
Ihr ISP keine dynamische DNS-Namen unterstiitzt, tragen Sie die IP-Adressen der
Namenserver des ISPs ein.

Idle-Timeout (Sekunden) definiert, nach welchem Zeitraum der Netzwerkinaktivitdt die
Verbindung automatisch getrennt wird. Hier sind Werte zwischen 60 und 300 Sekunden
empfehlenswert. Wenn Dial-On-Demand deaktiviert ist, kann es hilfreich sein, das

Zeitlimit auf Null zu setzen, um das automatische Trennen der Verbindung zu vermeiden.

Die Konfiguration von T-DSL erfolgt &hnlich wie die DSL-Konfiguration. Wihlen Sie
einfach 7-Online als Provider und YaST oftnet das Konfigurationsdialogfeld fiir T-
DSL. In diesem Dialogfeld geben Sie einige zusitzliche Informationen ein, die fiir T-
DSL erforderlich sind: die Anschlusskennung, die T-Online-Nummer, die Benutzerken-
nung und Ihr Passwort. Diese Informationen finden Sie in den T-DSL-Anmeldeunter-
lagen.

21.5 NetworkManager

NetworkManager ist die ideale Losung fiir Notebooks und andere portable Computer.
Wenn Sie viel unterwegs sind und den NetworkManager verwenden, brauchen Sie
keine Gedanken mehr an die Konfiguration von Netzwerkschnittstellen und den
Wechsel zwischen Netzwerken zu verschwenden.

21.5.1 NetworkManager und ifup

NetworkManager ist jedoch nicht in jedem Fall eine passende Losung, daher kénnen
Sie immer noch zwischen der herkdmmlichen Methode zur Verwaltung von Netzwerk-
verbindungen (ifup) und NetworkManager wihlen. Wenn Thre Netzwerkverbindung
mit NetworkManager verwaltet werden soll, aktivieren Sie NetworkManager im Netz-
werkeinstellungsmodul von YaST wie in Abschnitt ,,Aktivieren von NetworkManager"
(Kapitel 5, Verwenden von NetworkManager, 1Start) beschrieben und konfigurieren
Sie Ihre Netzwerkverbindungen mit NetworkManager. Eine Liste der Anwendungsfille
sowie eine detaillierte Beschreibung zur Konfiguration und Verwendung von Network-
Manager finden Sie unter Kapitel 5, Verwenden von NetworkManager (1 Start).

Einige Unterschiede zwischen ifup und NetworkManager sind:
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root-Berechtigungen
Wenn Sie NetworkManager zur Netzwerkeinrichtung verwenden, kénnen Sie
mithilfe eines Miniprogramms von Ihrer Desktop-Umgebung aus Thre Netzwerk-
verbindung jederzeit auf einfache Weise wechseln, stoppen oder starten. Network-
Manager ermdglicht zudem die Anderung und Konfiguration drahtloser Kartenver-
bindungen ohne Anforderung von r oot-Berechtigungen. Aus diesem Grund ist
NetworkManager die ideale Losung fiir einen mobilen Arbeitsplatzrechner.

Die herkémmliche Konfiguration mit ifup bietet auch einige Methoden zum
Wechseln, Stoppen oder Starten der Verbindung mit oder ohne Eingreifen des
Benutzers, wie zum Beispiel benutzerverwaltete Gerdte. Dazu sind jedoch immer
root-Berechtigungen erforderlich, um ein Netzwerkgerat dndern oder konfigurieren
zu konnen. Dies stellt hdufig ein Problem bei der mobilen Computernutzung dar,
bei der es nicht moglich ist, alle Verbindungsmoglichkeiten vorzukonfigurieren.

Typen von Netzwerkverbindungen
Sowohl die herkdmmliche Konfiguration als auch NetworkManager kénnen
Netzwerkverbindungen mit drahtlosen Netzwerken (mit WEP-, WPA-PSK- und
WPA-Enterprise-Zugriff), Einwahlverbindungen und verkabelten Netzwerken
herstellen und dabei DHCP oder statische Konfigurationen verwenden. Dariiber
hinaus unterstiitzen sie Verbindungen iiber VPN.

NetworkManager sorgt fiir eine zuverldssige Verbindung rund um die Uhr und
verwendet dazu die beste verfiighare Verbindung. Wurde das Netzwerkkabel ver-
sehentlich ausgesteckt, wird erneut versucht, eine Verbindung herzustellen. Der
NetworkManager sucht in der Liste Ihrer drahtlosen Verbindungen nach dem
Netzwerk mit dem stérksten Signal und stellt automatisch eine Verbindung her.
Wenn Sie dieselbe Funktionalitit mit ifup erhalten mochten, ist einiger Konfigura-
tionsaufwand erforderlich.

21.5.2 NetworkManager-Funktionalitdt und
Konfigurationsdateien

Die mit NetworkManager erstellten individuellen Einstellungen fiir Netzwerkverbin-
dungen werden in Konfigurationsprofilen gespeichert. Die System-Verbindungen, die
entweder mit NetworkManager oder mit YaST konfiguriert wurden, sind unter /etc/
sysconfig/network/ifcfg-* zu finden. Benutzerdefinierte Verbindungen
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werden in GConf fiir GNOME bzw. unter SHOME / . kde4/share/apps/
networkmanagement/* fiir KDE gespeichert.

Falls kein Profil konfiguriert wurde, erstellt NetworkManager es automatisch und
benennt es mit Auto $INTERFACE-NAME. Damit versucht man, in moglichst vielen
Féllen (auf sichere Weise) ohne Konfiguration zu arbeiten. Falls die automatisch
erstellten Profile nicht Ihren Anforderungen entsprechen, verwenden Sie die von KDE
oder GNOME zur Verfiigung gestellten Dialogfelder zur Konfiguration der Netzwerk-
verbindung, um die Profile wunschgemal zu bearbeiten. Weitere Informationen hierzu
finden Sie in Abschnitt ,,Konfigurieren von Netzwerkverbindungen* (Kapitel 5, Ver-
wenden von NetworkManager, 1 Start).

21.5.3 Steuern und Sperren von
NetworkManager-Funktionen

Auf zentral verwalteten Computern konnen bestimmte NetworkManager-Funktionen
mit PolicyKit gesteuert oder deaktiviert werden, zum Beispiel, wenn ein Benutzer
administratordefinierte Verbindungen bearbeiten darf, oder wenn ein Benutzer eigene
Netzwerkkonfigurationen definieren darf. Starten Sie zum Anzeigen oder Andern der
entsprechenden NetworkManager-Richtlinien das grafische Werkzeug Zugriffsberech-
tigungen fiir PolicyKit. Im Baum auf der linken Seite finden Sie diese unterhalb des
Eintrags network-manager-settings. Eine Einfiihrung zu PolicyKit und detaillierte
Informationen zur Verwendung finden Sie unter Chapter 9, PolicyKit (1 Security Guide).

21.6 Manuelle Netzwerkkonfiguration

Die manuelle Konfiguration der Netzwerksoftware sollte immer die letzte Alternative
sein. Wir empfehlen, YaST zu benutzen. Die folgenden Hintergrundinformationen zur
Netzwerkkonfiguration kénnen Ihnen jedoch auch bei der Arbeit mit YaST behilflich
sein.

Wenn der Kernel eine Netzwerkkarte erkennt und eine entsprechende Netzwerkschnitt-
stelle erstellt, weist er dem Gerit einen Namen zu. Dieser richtet sich nach der Reihen-
folge der Geriteerkennung bzw. nach der Reihenfolge, in der die Kernel-Module geladen
werden. Die vom Kernel vergebenen Standardgerdtenamen lassen sich nur in sehr ein-
fachen oder {iberaus kontrollierten Hardwareumgebungen vorhersagen. Auf Systemen,
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auf denen es moglich ist, Hardware wahrend der Laufzeit hinzuzufiigen oder zu entfer-
nen, oder die die automatische Konfiguration von Geréten zulassen, konnen vom Kernel
iiber mehrere Neustarts hinaus keine stabilen Netzwerkgerdtenamen erwartet werden.

Fiir die Systemkonfigurationstools sind jedoch dauerhafte (persistente) Schnittstellen-
namen erforderlich. Dieses Problem wird durch udev gel6st. Der udev-persistente
Netzgenerator (/1ib/udev/rules.d/75-persistent—-net-generator
.rules) generiert eine Regel zum Hardwareabgleich (standardmiBig mit seiner
Hardwareadresse) und weist eine dauerhaft eindeutige Schnittstelle fiir die Hardware
zu. Die udev-Datenbank mit den Netzwerkschnittstellen wird in der Datei /et c/udev/
rules.d/70-persistent-net.rules gespeichert. Pro Zeile dieser Datei wird
eine Netzwerkschnittstelle beschrieben und deren persistenter Name angegeben. Die
zugewiesenen Namen kdnnen vom Systemadministrator im Eintrag NAME="" gedndert
werden. Die persistenten Regeln kdnnen auch mithilfe von YaST gedndert werden.

Tabelle 21.5, ,,Skripten fiir die manuelle Netzwerkkonfiguration® (S. 389) zeigt die
wichtigsten an der Netzwerkkonfiguration beteiligten Skripten.

Tabelle 21.5 Skripten fiir die manuelle Netzwerkkonfiguration

Befehl Funktion
ifup, Die i f-Skripten starten oder stoppen Netzwerkschnittstellen oder
ifdown, geben den Status der angegebenen Schnittstelle zuriick. Weitere

ifstatus Informationen finden Sie auf der man-Seite ifup.

rcnetwork Mit dem Skript rcnetwork konnen alle Netzwerkschnittstellen
(oder nur eine bestimmte Netzwerkschnittstelle) gestartet, gestoppt
oder neu gestartet werden. Verwenden Sie rcnetwork stop zum
Anhalten, rcnetwork start zum Starten und rcnetwork
restart zum Neustart von Netzwerkschnittstellen. Wenn Sie nur
eine Netzwerkschnittstelle stoppen, starten oder neu starten mochten,
geben Sie nach dem jeweiligen Kommando den Namen der
Schnittstelle ein, zum Beispiel rcnetwork restart eth0.
Das Kommando rcnetwork status zeigt den Status und die
IP-Adressen der Netzwerkschnittstellen an. Au3erdem gibt das
Kommando an, ob auf den Schnittstellen ein DHCP-Client ausgefiihrt
wird. Mit rcnetwork stop-all-dhcp-clients und
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Befehl Funktion

rcnetwork restart-all-dhcp-clients konnen Sie die
auf den Netzwerkschnittstellen ausgefiihrten DHCP-Clients stoppen
und wieder starten.

Weitere Informationen zu udex und dauerhaften Gerdtenamen finden Sie unter Kapi-
tel 19, Gerdtemanagemet iiber dynamischen Kernel mithilfe von udev (S. 311).

21.6.1 Konfigurationsdateien

Dieser Abschnitt bietet einen Uberblick iiber die Netzwerkkonfigurationsdateien und
erklart ihren Zweck sowie das verwendete Format.

/etc/sysconfig/network/ifcfg-*

Diese Dateien enthalten die Konfigurationsdaten fiir Netzwerkschnittstellen. Sie enthalten
Informationen wie den Startmodus und die IP-Adresse. Mogliche Parameter sind auf
der man-Seite fiir den Befehl i fup beschrieben. Wenn eine allgemeine Einstellung
nur fiir eine bestimmte Bedienoberfliche verwendet werden soll, konnen auflerdem alle
Variablen aus den Dateien dhcpund wireless inden ifcfg-*-Dateien verwendet
werden. Jedoch sind die meisten /etc/sysconfig/network/config-Variablen
global und lassen sich in ifcfg-Dateien nicht liberschreiben. Beispielsweise sind die
Variablen NETWORKMANAGER oder NETCONFIG_* global.

Informationen zu ifcfg.template finden Sie unter,,/etc/sysconfig/
network/config, /etc/sysconfig/network/dhcpund /etc/
sysconfig/network/wireless“ (S. 390).

/etc/sysconfig/network/config,
/etc/sysconfig/network/dhcp und
/etc/sysconfig/network/wireless

Die Datei config enthilt allgemeine Einstellungen fiir das Verhalten von ifup,
ifdownund ifstatus. dhcp enthdlt DHCP-Einstellungen und wireless Einstel-
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lungen fiir Wireless-LAN-Karten. Die Variablen in allen drei Konfigurationsdateien
sind kommentiert. Einige der Variablenvon /etc/sysconfig/network/config
konnen auch in i £ cfg—*-Dateien verwendet werden, wo sie eine hoherer Prioritit
erhalten. Die Datei /etc/sysconfig/network/ifcfg.template listet
Variablen auf, die mit einer Reichweite pro Schnittstelle angegeben werden kdnnen.
Jedoch sind die meisten /etc/sysconfig/network/conf ig-Variablen global
und lassen sich in ifcfg-Dateien nicht {iberschreiben. Beispielsweise sind die Variablen
NETWORKMANAGER oder NETCONFIG_* global.

/etc/sysconfig/network/routes und
/etc/sysconfig/network/ifroute-*

Hier wird das statische Routing von TCP/IP-Paketen festgelegt. Alle statischen Routen,
die fiir verschiedenen Systemaufgaben bendtigt werden, kdnnen in die Datei /etc/
sysconfig/network/routes eingegeben werden: Routen zu einem Host, Routen
zu einem Host iiber Gateways und Routen zu einem Netzwerk. Definieren Sie fiir jede
Schnittstelle, die individuelles Routing benétigt, eine zusitzliche Konfigurationsdatei:
/etc/sysconfig/network/ifroute—*. Ersetzen Sie * durch den Namen der
Schnittstelle. Die folgenden Eintrige werden in die Routing-Konfigurationsdatei aufge-
nommen:

# Destination Dummy/Gateway Netmask Device
#

127.0.0.0 0.0.0.0 255.255.255.0 lo
204.127.235.0 0.0.0.0 255.255.255.0 ethO
default 204.127.235.41 0.0.0.0 ethO
207.68.156.51 207.68.145.45 255.255.255.255 ethl
192.168.0.0 207.68.156.51 255.255.0.0 ethl

Das Routenziel steht in der ersten Spalte. Diese Spalte kann die IP-Adresse eines
Netzwerks oder Hosts bzw., im Fall von erreichbaren Namenservern, den voll qualifi-
zierten Netzwerk- oder Hostnamen enthalten.

Die zweite Spalte enthilt das Standard-Gateway oder ein Gateway, iiber das der Zugriff
auf einen Host oder ein Netzwerk erfolgt. Die dritte Spalte enthilt die Netzmaske fiir

Netzwerke oder Hosts hinter einem Gateway. Die Maske 255.255.255.255 gilt
beispielsweise fiir einen Host hinter einem Gateway.

Die vierte Spalte ist nur fiir Netzwerke relevant, die mit dem lokalen Host verbunden
sind, z. B. Loopback-, Ethernet-, ISDN-, PPP- oder Dummy-Gerite. In diese Spalte
muss der Gerdtename eingegeben werden.
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In einer (optionalen) fiinften Spalte kann der Typ einer Route angegeben werden. Nicht
benoétigte Spalten sollten ein Minuszeichen — enthalten, um sicherzustellen, dass der
Parser den Befehl korrekt interpretiert. Weitere Informationen hierzu finden Sie auf
der man-Seite fiir den Befehl routes (5).

Das vereinheitlichte Format fiir IPv4 und IPv6 sieht nun wie folgt aus:

prefix/length gateway - [interface]

Das so genannte Kompatibilitdtsformat lautet entsprechend:

prefix gateway length [interface]

Fiir IPv4 konnen Sie noch das alte Format mit Netzmaske verwenden:

ipv4-network gateway ipv4-netmask [interface]

Die folgenden Beispiele sind Entsprechungen:

2001:db8:abba:cafe::/64 2001:db8:abba:cafe::dead - ethO
208.77.188.0/24 208.77.188.166 - ethO
2001:db8:abba:cafe:: 2001:db8:abba:cafe::dead 64 ethO
208.77.188.0 208.77.188.166 24 ethO
208.77.188.0 208.77.188.166 255.255.255.0 ethO
/etc/resolv.conf

In dieser Datei wird die Domine angegeben, zu der der Host gehdort (Schliisselwort
search). Ebenfalls aufgefiihrt ist der Status des Namenservers, auf den der Zugriff
erfolgt (Schliisselwort nameserver). In der Datei konnen mehrere Domanennamen
angegeben werden. Bei der Auflosung eines Namens, der nicht voll qualifiziert ist, wird
versucht, einen solchen zu generieren, indem die einzelnen sear ch-FEintrige angehingt
werden. Mehrere Namenserver konnen in mehreren Zeilen angegeben werden, von
denen jede mit name server beginnt. Kommentaren werden #-Zeichen vorangestellt.

Beispiel 21.5, ,,/etc/resolv.cont® (S. 393) zeigt, wie /etc/resolv.conf
aussehen konnte.

Jedoch darf /etc/resolv.conf nicht manuell bearbeitet werden. Stattdessen wird
es vom Skript net config generiert. Um die statische DNS-Konfiguration ohne YaST
zu definieren, bearbeiten Sie die entsprechenden Variablen in der Datei /etc/
sysconfig/network/config manuell:
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NETCONFIG_DNS_STATIC_SEARCHLIST
Liste der DNS-Dominennamen, die fiir die Suche nach Hostname verwendet wird

NETCONFIG_DNS_STATIC_SERVERS
Liste der IP-Adressen des Nameservers, die fiir die Suche nach Hostname verwendet
wird

NETCONFIG_DNS_FORWARDER
Definiert den Namen des zu konfigurierenden DNS-Forwarders

Zum Deaktivieren der DNS-Konfiguration mit netconfig setzen Sie
NETCONFIG_DNS_POLICY="". Weitere Informationen {iber netconf ig finden
Sie aufman 8 netconfig

Beispiel 21.5 /etc/resolv.conf

# Our domain

search example.com

#

# We use dns.example.com (192.168.1.116) as nameserver
nameserver 192.168.1.116

/sbin/netconfig

netconfig ist ein modulares Tool zum Verwalten zusitzlicher Netzwerkkonfigura-
tionseinstellungen. Es fiihrt statisch definierte Einstellungen mit Einstellungen zusam-
men, die von automatischen Konfigurationsmechanismen wie dhcp oder ppp geméaf
einer vordefinierten Richtlinie bereitgestellt wurden. Die erforderlichen Anderungen
werden dem System zugewiesen, indem die netconfig-Module aufgerufen werden, die
fiir das Andern einer Konfigurationsdatei und den Neustart eines Service oder eine
dhnliche Aktion verantwortlich sind.

netconfig erkennt drei Hauptaktionen. Die Kommandos netconfig modify
und netconfig remove werden von Daemons wie dhcp oder ppp verwendet, um
Einstellungen fiir netconfig hinzuzufiigen oder zu entfernen. Nur das Kommando
netconfig update steht dem Benutzer zur Verfiigung;:

modify
Das Kommando netconfig modify dndert die aktuelle Schnittstellen- und
Service-spezifischen dynamischen Einstellungen und aktualisiert die Netzwerkkon-
figuration. Netconfig liest Einstellungen aus der Standardeingabe oder einer Datei,
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die mit der Option ——lease—file Dateiname angegeben wurde, und speichert
sie intern bis zu einem System-Reboot oder der nichsten Anderungs- oder Losch-
aktion). Bereits vorhandene Einstellungen fiir dieselbe Schnittstellen- und Service-
Kombination werden iiberschrieben. Die Schnittstelle wird durch den Parameter
-1 Schnittstellenname angegeben. Der Service wird durch den Parameter
-s Servicename angegeben.

Entfernen
Das Kommando netconfig remove entfernt die dynamischen Einstellungen,
die von einer Anderungsaktion fiir die angegebene Schnittstellen- und Service-
Kombination bereitgestellt wurden, und aktualisiert die Netzwerkkonfiguration.
Die Schnittstelle wird durch den Parameter -1 Schnittstellenname ange-
geben. Der Service wird durch den Parameter —-s Servicename angegeben.

Aktualisieren
Das Kommando netconfig update aktualisiert die Netzwerkkonfiguration
mit den aktuellen Einstellungen. Dies ist niitzlich, wenn sich die Richtlinie oder
die statische Konfiguration gedndert hat. Verwenden Sie den Parameter —m
Modultyp, wenn nur ein angegebener Dienst aktualisiert werden soll (dns,nis
oder ntp).

Die Einstellungen fiir die netconfig-Richtlinie und die statische Konfiguration werden
entweder manuell oder mithilfe von YaST in der Datei /etc/sysconfig/network/
config definiert. Die dynamischen Konfigurationseinstellungen von Tools zur auto-
matischen Konfiguration wie dhcp oder ppp werden von diesen Tools mit den Aktionen
netconfig modifyundnetconfig remove direktbereitgestellt. NetworkMa-
nager verwendet auch die Aktionen netconfig modifyundnetconfig remove.
Wenn NetworkManager aktiviert ist, verwendet netconfig (im Richtlinienmodus aut o)
nur NetworkManager-Einstellungen und ignoriert Einstellungen von allen anderen
Schnittstellen, die mit der traditionellen ifup-Methode konfiguriert wurden. Wenn
NetworkManager keine Einstellung liefert, werden als Fallback statische Einstellungen
verwendet. Eine gemischte Verwendung von NetworkManager und der traditionellen
ifup-Methode wird nicht unterstiitzt.

Weitere Informationen iiber net config finden Sie aufman 8 netconfig.

Referenz



/etc/hosts

In dieser Datei werden, wie in Beispiel 21.6, ,,/etc/hosts® (S. 395) gezeigt, IP-
Adressen zu Hostnamen zugewiesen. Wenn kein Namenserver implementiert ist, miissen
alle Hosts, fiir die IP-Verbindungen eingerichtet werden sollen, hier aufgefiihrt sein.
Geben Sie fiir jeden Host in die Datei eine Zeile ein, die aus der IP-Adresse, dem voll
qualifizierten Hostnamen und dem Hostnamen besteht. Die IP-Adresse muss am Anfang
der Zeile stehen und die Eintrige miissen durch Leerzeichen und Tabulatoren getrennt
werden. Kommentaren wird immer das #-Zeichen vorangestellt.

Beispiel 21.6 /etc/hosts

127.0.0.1 localhost
192.168.2.100 jupiter.example.com jupiter
192.168.2.101 venus.example.com venus

/etc/networks

Hier werden Netzwerknamen in Netzwerkadressen umgesetzt. Das Format dhnelt dem
der hosts-Datei, jedoch stehen hier die Netzwerknamen vor den Adressen. Weitere
Informationen hierzu finden Sie unter Beispiel 21.7, ,,/etc/networks (S. 395).

Beispiel 21.7 /etc/networks

loopback 127.0.0.0
localnet 192.168.0.0
/etc/host.conf

Diese Datei steuert das Auflésen von Namen, d. h. das Ubersetzen von Host- und
Netzwerknamen iiber die resolver-Bibilothek. Diese Datei wird nur fiir Programme
verwendet, die mit libc4 oder libc5 gelinkt sind. Weitere Informationen zu aktuellen
glibc-Programmen finden Sie in den Einstellungenin /etc/nsswitch. conf. Jeder
Parameter muss in einer eigenen Zeile stehen. Kommentare werden durch ein #-Zeichen
eingeleitet. Die verfligbaren Parameter sind in Tabelle 21.6, ,,Parameter fiir
/etc/host.conf™ (S. 396) aufgefiihrt. Ein Beispiel fiir /etc/host .conf wird in Bei-
spiel 21.8, ,,/etc/host.conf“ (S. 396) gezeigt.
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Tabelle 21.6 Parameter fiir /etc/host.conf

order hosts, bind Legt fest, in welcher Reihenfolge die Dienste zum Auflosen
eines Namens angesprochen werden sollen. Mogliche Argumen-
te (getrennt durch Leerzeichen oder Kommas):

Hosts: Sucht die /etc/hosts-Datei
bind: Greift auf einen Namenserver zu

nis: Verwendet NIS

multi on/off Legt fest, ob ein in /etc/hosts eingegebener Host mehrere
IP-Adressen haben kann.

nospoof on Diese Parameter beeinflussen das spoofing des Namenservers,
spoofalert on/off =~ haben aber keinen Einfluss auf die Netzwerkkonfiguration.

trim Domdnenna-  Der angegebene Doméidnenname wird vor dem Auflosen des

me Hostnamens von diesem abgeschnitten (insofern der Hostname
diesen Domdnennamen enthilt). Diese Option ist nur dann von
Nutzen, wenn in der Datei /etc/hosts nur Namen aus der
lokalen Domine stehen, diese aber auch mit angehédngtem
Dominennamen erkannt werden sollen.

Beispiel 21.8 /etc/host.conf

# We have named running
order hosts bind

# Allow multiple address
multi on

/etc/nsswitch.conf

Mit der GNU C Library 2.0 wurde Name Service Switch (NSS) eingefiihrt. Weitere
Informationen hierzu finden Sie auf der man-Seite fiir nsswitch.conf (5) und im
Dokument The GNU C Library Reference Manual.

In der Datei /etc/nsswitch.conf wird festgelegt, in welcher Reihenfolge
bestimmte Informationen abgefragt werden. Ein Beispiel fiir nsswitch.conf istin
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Beispiel 21.9, ,,/etc/nsswitch.conf®(S. 397) dargestellt. Kommentaren werden
#-Zeichen vorangestellt. Der Eintrag unter der host s-Datenbank bedeutet, dass
Anfragen iiber DNS an /etc/hosts (files) gehen.

Beispiel 21.9 /etc/nsswitch.conf

passwd: compat
group: compat
hosts: files dns
networks: files dns
services: db files

protocols: db files

netgroup: files
automount: files nis

Die iiber NSS verfiigbaren "Datenbanken" sind in Tabelle 21.7, ,,Uber /etc/nsswitch.conf
verfligbare Datenbanken® (S. 397) aufgelistet. Zusédtzlich sind in Zukunft zudem
automount, bootparams, netmasks und publickey zu erwarten. Die Konfi-
gurationsoptionen fiir NSS-Datenbanken sind in Tabelle 21.8, ,, Konfigurationsoptionen
fiir NSS-"Datenbanken"* (S. 398) aufgelistet.

Tabelle 21.7  Uber /etc/nsswitch.conf verfiighare Datenbanken

aliases Mail-Aliasse, die von sendmail implementiert werden. Siehe
man5 aliases.

ethers Ethernet-Adressen

Gruppe Fiir Benutzergruppen, die von get grent verwendet werden.
Weitere Informationen hierzu finden Sie auch auf der man-

Seite fiir den Befehl group.

hosts Fiir Hostnamen und IP-Adressen, die von gethostbyname
und dhnlichen Funktionen verwendet werden.

netgroup Im Netzwerk giiltige Host- und Benutzerlisten zum Steuern

von Zugriffsrechten. Weitere Informationen hierzu finden Sie
auf der man-Seite fiir netgroup (5).
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networks

passwd

protocols

rpc

services

shadow

Netzwerknamen und -adressen, die von get netent verwendet
werden.

Benutzerpassworter, die von getpwent verwendet werden.
Weitere Informationen hierzu finden Sie auf der man-Seite

passwd (5).

Netzwerkprotokolle, die von getprotoent verwendet wer-
den. Weitere Informationen hierzu finden Sie auf der man-

Seite fiir protocols (5).

Remote Procedure Call-Namen und -Adressen, die von
getrpcbyname und dhnlichen Funktionen verwendet werden.

Netzwerkdienste, die von get servent verwendet werden.
Shadow-Passworter der Benutzer, die von get spnam verwen-

det werden. Weitere Informationen hierzu finden Sie auf der
man-Seite fiir shadow (5).

Tabelle 21.8 Konfigurationsoptionen fiir NSS-"Datenbanken"

Dateien

db

nis,nisplus

Direkter Dateizugriff, z. B. /etc/aliases
Zugriff iiber eine Datenbank

NIS, siehe auch Chapter 3, Using NIS (tSecurity Guide)

dns Nur bei host s und networks als Erweiterung verwend-
bar
compat Nur bei passwd, shadow und group als Erweiterung
verwendbar
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/etc/nscd.conf

Mit dieser Datei wird nscd (Name Service Cache Daemon) konfiguriert. Weitere
Informationen hierzu finden Sie auf den man-Seiten nscd (8) und nscd.conf (5).
Standardmifig werden die Systemeintrdge von passwd und groups von nscd gecacht.
Dies ist wichtig fiir die Leistung der Verzeichnisdienste, z. B. NIS und LDAP, da
anderenfalls die Netzwerkverbindung fiir jeden Zugriff auf Namen oder Gruppen ver-
wendet werden muss. host s wird standardmafig nicht gecacht, da der Mechanismus
in nscd dazu fithren wiirde, dass das lokale System keine Trust-Forward- und Reverse-
Lookup-Tests mehr ausfiihren kann. Statt nscd das Cachen der Namen zu {ibertragen,
sollten Sie einen DNS-Server fiir das Cachen einrichten.

Wenn das Caching fiir passwd aktiviert wird, dauert es in der Regel 15 Sekunden, bis
ein neu angelegter lokaler Benutzer dem System bekannt ist. Durch das Neustarten von
nscd mit dem Befehl rcnscd restart kann diese Wartezeit verkiirzt werden.

/etc/HOSTNAME

Diese Datei enthilt den voll qualifizierten Hostnamen mit angehidngtem Doménennamen.
Diese Datei wird von verschiedenen Skripten beim Booten des Computers gelesen. Sie
darf nur eine Zeile enthalten (in der der Hostname festgelegt ist).

21.6.2 Testen der Konfiguration

Bevor Sie Thre Konfiguration in den Konfigurationsdateien speichern, konnen Sie sie
testen. Zum Einrichten einer Testkonfiguration verwenden Sie den Befehl ip. Zum
Testen der Verbindung verwenden Sie den Befehl ping. Altere Konfigurationswerk-
zeuge, ifconfig und route, sind ebenfalls verfiigbar.

Die Kommandos ip, ifconfigund route dndern die Netzwerkkonfiguration direkt,
ohne sie in der Konfigurationsdatei zu speichern. Wenn Sie die Konfiguration nicht in
die korrekten Konfigurationsdateien eingeben, geht die gednderte Netzwerkkonfigura-
tion nach dem Neustart verloren.
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Konfigurieren einer Netzwerkschnittstelle mit ip

ip ist ein Werkzeug zum Anzeigen und Konfigurieren von Netzwerkgerdten, Richtli-
nien-Routing und Tunneln.

ip ist ein sehr komplexes Werkzeug. Seine allgemeine Syntax ist ip options
object command. Sie kénnen mit folgenden Objekten arbeiten:

Verbindung
Dieses Objekt stellt ein Netzwerkgerét dar.

Adresse
Dieses Objekt stellt die IP-Adresse des Geréts dar.

neighbour
Dieses Objekt stellt einen ARP- oder NDISC-Cache-Eintrag dar.

route
Dieses Objekt stellt den Routing-Tabelleneintrag dar.

Regel
Dieses Objekt stellt eine Regel in der Routing-Richtlinien-Datenbank dar.

maddress
Dieses Objekt stellt eine Multicast-Adresse dar.

mroute
Dieses Objekt stellt einen Multicast-Routing-Cache-Eintrag dar.

tunnel
Dieses Objekt stellt einen Tunnel {iber IP dar.

Wird kein Kommando angegeben, wird das Standardkommando verwendet (normaler-
weise 1ist).

Andern Sie den Geritestatus mit dem Befehl ip 1link

set device_name command. Wenn Sie beispielsweise das Gerdt ethO deaktivieren
mochten, geben Sie ip link setethO down ein.Um es wieder zu aktivieren,
verwenden Sie ip link setethO up.
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Nach dem Aktivieren eines Gerits konnen Sie es konfigurieren. Verwenden Sie zum
Festlegen der IP-Adresse ip addr addip_address + dev device_name.
Wenn Sie beispielsweise die Adresse der Schnittstelle ethO mit dem standardmaBigen
Broadcast (Option brd) auf 192.168.12.154/30 einstellen mdchten, geben Sie ip
addr add 192.168.12.154/30 brd + dev ethO ein.

Damit die Verbindung funktioniert, miissen Sie aulerdem das Standard-Gateway kon-
figurieren. Geben Sie ip route add gateway_ip_address ein, wenn Sie ein
Gateway fiir Ihr System festlegen méchten. Um eine IP-Adresse in eine andere Adresse
zu libersetzen, verwenden Sie nat: ip route add

nat ip_address via other_ip_address.

Zum Anzeigen aller Gerite verwenden Sie ip 1ink 1s. Wenn Sie nur die aktiven
Schnittstellen abrufen méchten, verwenden Sie ip 1ink 1s up.Um Schnittstellen-
statistiken fiir ein Gerédt zu drucken, geben Sie ip -s link lsdevice_name ein.
Um die Adressen Ihrer Gerdte anzuzeigen, geben Sie ip addr ein. In der Ausgabe
von ip addr finden Sie auch Informationen zu MAC-Adressen Threr Gerdte. Wenn
Sie alle Routen anzeigen mochten, wihlen Sie ip route show.

Weitere Informationen zur Verwendung von ip erhalten Sie, indem Sie iphelp einge-
ben oder die man-Seite ip (8) aufrufen. Die Option he1p ist zudem fiir alle ip-
Objekte verfiigbar. Wenn Sie beispielsweise Hilfe zu ipaddr benétigen, geben Sie
ipaddr help ein. Suchen Sie die IP-man-Seite in der Datei /usr/share/doc/
packages/iproute2/ip-cref.pdf.

Testen einer Verbindung mit ping

Der ping-Befehl ist das Standardwerkzeug zum Testen, ob eine TCP/IP-Verbindung
funktioniert. Er verwendet das ICMP-Protokoll, um ein kleines Datenpaket, das
ECHO REQUEST-Datagram, an den Ziel-Host zu senden. Dabei wird eine sofortige
Antwort angefordert. Funktioniert dies, wird von ping eine Meldung angezeigt, die
Ihnen bestétigt, dass die Netzwerkverbindung grundsatzlich funktioniert.

ping testet nicht nur die Funktion der Verbindung zwischen zwei Computern, es bietet
dariiber hinaus grundlegende Informationen zur Qualitdt der Verbindung. In Bei-
spiel 21.10, ,,Ausgabe des ping-Befehls® (S. 402) sehen Sie ein Beispiel der
ping-Ausgabe. Die vorletzte Zeile enthilt Informationen zur Anzahl der iibertragenen
Pakete, der verlorenen Pakete und der Gesamtlaufzeit von ping.
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Als Ziel konnen Sie einen Hostnamen oder eine IP-Adresse verwenden, z. B. ping
example.comoderping 192.168.3.100. Das Programm sendet Pakete, bis
Sie auf Strg + C driicken.

Wenn Sie nur die Funktion der Verbindung tiberpriifen mochten, kénnen Sie die Anzahl
der Pakete durch die Option —c beschrinken. Wenn die Anzahl beispielsweise auf drei
Pakete beschriankt werden soll, geben Sie ping —c 3 example.com ein.

Beispiel 21.10 Ausgabe des ping-Befehls

ping -c 3 example.com

PING example.com (192.168.3.100) 56(84) bytes of data.

64 bytes from example.com (192.168.3.100): icmp_seg=1 ttl=49 time=188 ms
64 bytes from example.com (192.168.3.100): icmp_seqg=2 ttl=49 time=184 ms
64 bytes from example.com (192.168.3.100): icmp_seqg=3 ttl=49 time=183 ms
——— example.com ping statistics ———

3 packets transmitted, 3 received, 0% packet loss, time 2007ms

rtt min/avg/max/mdev = 183.417/185.447/188.259/2.052 ms

Das Standardintervall zwischen zwei Paketen betriigt eine Sekunde. Zum Andern des
Intervalls bietet der ping-Befehl die Option —i. Wenn beispielsweise das Ping-Intervall
auf zehn Sekunden erh6ht werden soll, geben Sie ping -1 10 example.com ein.

In einem System mit mehreren Netzwerkgerdten ist es manchmal niitzlich, wenn der
ping-Befehl liber eine spezifische Schnittstellenadresse gesendet wird. Verwenden Sie
hierfiir die Option — I mit dem Namen des ausgewihlten Gerits. Beispiel: ping —T
wlanl example.com.

Weitere Optionen und Informationen zur Verwendung von ping erhalten Sie, indem
Sie ping-h eingeben oder die man-Seite ping (8) aufrufen.

TIPP: Ping-Ermittlung fiir IPv6-Adressen

Verwenden Sie fiir IPv6-Adressen das Kommando ping6. Hinweis: Zur Ping-
Ermittlung fiir Link-Local-Adressen miissen Sie die Schnittstelle mit —I angeben.
Das folgende Kommando funktioniert, wenn die Adresse Giber eth1 erreichbar
ist:

ping6 -I ethl fe80::117:21ff:feda:a425
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Konfigurieren des Netzwerks mit dem ifconfig-Befehl

ifconfig ist ein Werkzeug zur Netzwerkkonfiguration.

ANMERKUNG: ifconfig und ip

Das ifconfig-Werkzeug ist veraltet. Verwenden Sie stattdessen ip. Im Gegensatz
zu ip konnen Sie ifconfig nur fir die Schnittstellenkonfiguration verwenden.
Schnittstellennamen sind damit auf 9 Zeichen beschrankt.

Ohne Argumente zeigt ifconfig den Status der gegenwirtig aktiven Schnittstellen an.
Unter Beispiel 21.11, ,,Ausgabe des ifconfig-Befehls“ (S. 403) sehen Sie, dass ifconfig
iiber eine gut angeordnete, detaillierte Ausgabe verfiigt. Die Ausgabe enthilt aulerdem
in der ersten Zeile Informationen zur MAC-Adresse Thres Geréts (dem Wert von
HWaddr).

Beispiel 21.11 Ausgabe des ifconfig-Befehls

etho Link encap:Ethernet HWaddr 00:08:74:98:ED:51
inet6 addr: fe80::208:74ff:fe98:ed51/64 Scope:Link
UP BROADCAST MULTICAST MTU:1500 Metric:1
RX packets:634735 errors:0 dropped:0 overruns:4 frame:0
TX packets:154779 errors:0 dropped:0 overruns:0 carrier:1
collisions:0 txqueuelen:1000
RX bytes:162531992 (155.0 Mb) TX bytes:49575995 (47.2 Mb)
Interrupt:11 Base address:0xec80

lo Link encap:Local Loopback
inet addr:127.0.0.1 Mask:255.0.0.0
inet6 addr: ::1/128 Scope:Host
UP LOOPBACK RUNNING MTU:16436 Metric:1
RX packets:8559 errors:0 dropped:0 overruns:0 frame:0
TX packets:8559 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:0
RX bytes:533234 (520.7 Kb) TX bytes:533234 (520.7 Kb)

wlanl Link encap:Ethernet HWaddr 00:0E:2E:52:3B:1D
inet addr:192.168.2.4 Bcast:192.168.2.255 Mask:255.255.255.0
inet6 addr: fe80::20e:2eff:fe52:3b1d/64 Scope:Link
UP BROADCAST NOTRAILERS RUNNING MULTICAST MTU:1500 Metric:1
RX packets:50828 errors:0 dropped:0 overruns:0 frame:0
TX packets:43770 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:45978185 (43.8 Mb) TX bytes:7526693 (7.1 MB)
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Weitere Optionen und Informationen zur Verwendung von ifconfig erhalten Sie, wenn
Sie i fconfig —h eingeben oder die man-Seite ifconfig (8) aufrufen.

Konfigurieren des Routing mit route

route ist ein Programm zum Andern der IP-Routing-Tabelle. Sie konnen damit Thre
Routing-Konfiguration anzeigen und Routen hinzufiigen oder entfernen.

ANMERKUNG: route und ip

Das route-Programm ist veraltet. Verwenden Sie stattdessen ip.

route ist vor allem dann niitzlich, wenn Sie schnelle und {ibersichtliche Informationen
zu Threr Routing-Konfiguration bendtigen, um Routing-Probleme zu ermitteln. Sie
sehen Thre aktuelle Routing-Konfiguration unter route -nalsroot.

Beispiel 21.12 Ausgabe des route -n-Befehls

route -n

Kernel IP routing table

Destination Gateway Genmask Flags MSS Window irtt Iface
10.20.0.0 * 255.255.248.0 y) 00 0 ethO
link-local * 255.255.0.0 y) 00 0 ethO
loopback * 255.0.0.0 U 00 0 lo
default styx.exam.com 0.0.0.0 UG 00 0 ethO

Weitere Optionen und Informationen zur Verwendung von route erhalten Sie, indem
Sie —h eingeben oder die man-Seite route (8) aufrufen.

21.6.3 Startup-Skripten

Neben den beschriebenen Konfigurationsdateien gibt es noch verschiedene Skripten,
die beim Booten des Computers die Netzwerkprogramme starten. Diese werden gestartet,
sobald das System in einen der Mehrbenutzer-Runlevel wechselt. Einige der Skripten
sind in Tabelle 21.9, ,,Einige Start-Skripten fiir Netzwerkprogramme* (S. 405)
beschrieben.
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Tabelle 21.9

Einige Start-Skripten fiir Netzwerkprogramme

/etc/init

/etc/init

/etc/init

/etc/init.

/etc/init

/etc/init

/etc/init

.d/network

.d/xinetd

.d/rpcbind

d/nfsserver

.d/postfix
.d/ypserv

.d/ypbind

Dieses Skript iibernimmt die Konfiguration der
Netzwerkschnittstellen. Wenn der
Netzwerkdienst nicht gestartet wurde, werden
keine Netzwerkschnittstellen implementiert.

Startet xinetd. Mit xinetd kdnnen Sie Serverdienste
auf dem System verfiligbar machen. Beispielsweise
kann er vsftpd starten, sobald eine FTP-Verbindung
initiiert wird.

Startet das rpcbind-Dienstprogramm, das RPC-
Programmnummern in universelle Adressen konver-
tiert. Es ist fiir RPC-Dienste wie NFS-Server erfor-
derlich.

Startet den NFS-Server.

Steuert den postfix-Prozess.

Startet den NIS-Server.

Startet den NIS-Client.

21.7 smpppd als Einwahlhelfer

Einige Heimanwender besitzen keine gesonderte Leitung fiir das Internet, sondern
wihlen sich bei Bedarf ein. Je nach Einwéhlart (ISDN oder DSL) wird die Verbindung
von ipppd oder pppd gesteuert. Im Prinzip miissen nur diese Programme korrekt gest-

artet werden, um online zu sein.

Sofern Sie iiber eine Flatrate verfiigen, die bei der Einwahl keine zusitzlichen Kosten
verursacht, starten Sie einfach den entsprechenden Daemon. Sie kdnnen die Einwé&hl-
verbindung iiber ein Desktop-Miniprogramm oder eine Kommandozeilen-Schnittstelle
steuern. Wenn das Internet-Gateway nicht der eigentliche Arbeitscomputer ist, besteht
die Moglichkeit, die Einwdhlverbindung {iber einen Host im Netzwerk zu steuern.
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Hier kommt smpppd (SUSE Meta PPP Daemon) ins Spiel. Der Dienst bietet den
Hilfsprogrammen eine einheitliche Schnittstelle, die in zwei Richtungen funktioniert.
Zum einen programmiert er den jeweils erforderlichen pppd oder ipppd und steuert
deren Einwéhlverhalten. Zum anderen stellt er den Benutzerprogrammen verschiedene
Provider zur Verfiigung und iibermittelt Informationen zum aktuellen Status der Ver-
bindung. Da der smpppd-Dienst auch {iber das Netzwerk gesteuert werden kann, eignet
er sich fiir die Steuerung von Einwéhlverbindungen ins Internet von einer Arbeitsstation
in einem privaten Subnetzwerk.

21.7.1 Konfigurieren von smpppd

Die von smpppd bereitgestellten Verbindungen werden automatisch von YaST konfi-
guriert. Die eigentlichen Einwédhlprogramme Klnternet und cinternet werden ebenfalls
vorkonfiguriert. Manuelle Einstellungen sind nur notwendig, wenn Sie zusétzliche
Funktionen von smpppd, z. B. die Fernsteuerung, einrichten mochten.

Die Konfigurationsdatei von smpppd ist /et c/smpppd . conf. Sie ist so eingestellt,
dass standardmifBig keine Fernsteuerung mdglich ist. Die wichtigsten Optionen dieser
Konfigurationsdatei sind:

open-inet-socket = yes [ no
Zur Steuerung von smpppd {iber das Netzwerk stellen Sie diese Option auf yes
(ja) ein. smpppd iiberwacht Port 3185. Wenn dieser Parameter auf yes (ja) gesetzt
ist, miissen auch die Parameter bind—-address, host-range und password
entsprechend eingestellt werden.

bind-address = IP-Adresse
Wenn ein Host mehrere IP-Adressen hat, konnen Sie mit dieser Einstellung festle-
gen, iiber welche IP-Adresse smpppd Verbindungen akzeptiert. Standard ist die
Uberwachung an allen Adressen.

host-range = Anfangs—-IPEnd-IP
Der Parameter host—range definiert einen Netzbereich. Hosts, deren IP-Adressen
innerhalb dieses Bereichs liegen, wird der Zugriff auf smpppd gewéhrt. Alle Hosts,
die auflerhalb dieses Bereichs liegen, werden abgewiesen.

password = Passwort
Mit der Vergabe eines Passworts wird der Client-Zugriff auf autorisierte Hosts
beschrinkt. Da es lediglich ein reines Textpasswort ist, sollte die Sicherheit, die es
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bietet, nicht {iberbewertet werden. Wenn kein Passwort vergeben wird, sind alle
Clients berechtigt, auf smpppd zuzugreifen.

slp-register = yes | no
Mit diesem Parameter kann der smpppd-Dienst per SLP im Netzwerk bekannt
gegeben werden.

Weitere Informationen zu smpppd finden Sie in den man-Seiten zu smpppd (8) und
smpppd.conf (5).

21.7.2 Konfigurieren von Kinternet und
cinternet fiir die Fernsteuerung

Klnternet und cinternet konnen zur Steuerung eines lokalen smpppd verwendet werden.
cinternet mit Kommandozeilen ist das Gegenstiick zum grafischen Klnternet. Wenn
Sie diese Dienstprogramme zum Einsatz mit einem entfernten smpppd-Dienst vorbereiten
mochten, bearbeiten Sie die Konfigurationsdatei /et c/smpppd-c.conf manuell
oder mithilfe von Klnternet. Diese Datei enthilt nur vier Optionen:

sites=Liste der Sites
Liste der Sites,andenen die Frontends nach smpppd suchen. Die Frontends
testen die Optionen in der hier angegebenen Reihenfolge. Lokal verlangt den
Verbindungsaufbau zum lokalen smpppd. Gateway verweist auf ein smpppd am
Gateway. config-file gibt an, dass die Verbindung zum smpppd hergestellt
werden sollte, der in den Optionen Server und Port in der Datei /et c/smpppd
—c.conf angegeben ist. s1p veranlasst, dass die Front-Ends eine Verbindung zu
einem iiber SLP gefundenen smpppd aufbauen.

server = Server
Der Host, auf dem smpppd ausgefiihrt wird.

Port= Port
Der Port, auf dem smpppd ausgefiihrt wird.

password = Passwort
Das Passwort, das fiir smpppd ausgewahlt wurde.
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Wenn smpppd aktiv ist, versuchen Sie, darauf zuzugreifen. Verwenden Sie dazu bei-

spielsweise cinternet ——verbose —--interface-1ist. Sollten Sie an dieser
Stelle Schwierigkeiten haben, finden Sie weitere Informationen in den man-Seiten zu
smpppd-c.conf (5) und cinternet (8).
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SLP-Dienste im Netzwerk

Das Service Location Protocol (SLP) wurde entwickelt, um die Konfiguration vernetzter
Clients innerhalb eines lokalen Netzwerks zu vereinfachen. Zur Konfiguration eines
Netzwerk-Clients inklusive aller erforderlichen Dienste benétigt der Administrator
traditionell detailliertes Wissen iiber die im Netzwerk verfiigbaren Server. SLP teilt
allen Clients im lokalen Netzwerk die Verfiigbarkeit ausgewéhlter Dienste mit.
Anwendungen mit SLP-Unterstiitzung kdnnen diese Informationen verarbeiten und
konnen automatisch konfiguriert werden.

openSUSE® unterstiitzt die Installation von mit SLP bereitgestellten Installationsquellen
und beinhaltet viele Systemdienste mit integrierter Unterstiitzung fiir SLP. YaST und
Konqueror verfiigen beide iiber SLP-fédhige Frontends. Nutzen Sie SLP, um vernetzten
Clients zentrale Funktionen wie Installationsserver, YOU-Server, Dateiserver oder
Druckserver auf Ihrem System zur Verfligung zu stellen.

WICHTIG: SLP-Unterstiitzung in openSUSE

Dienste, die SLP-Unterstiitzung bieten, sind u. a. cupsd, rsyncd, ypserv,
openldap2, ksysguardd, saned, kdm, vnc, login, smpppd, rpasswd, postfix und
sshd (liber fish).

22.1 Installation

Alle Pakete, die zur Verwendung von SLP-Diensten erforderlich sind, werden standard-
mafBig installiert. Falls Sie jedoch Dienste via SLP bereitstellen mochten, miissen Sie
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sicherstellen, dass auch das Paket openslp-server installiert wird. Fiir die SLP-
Daemon-Serverkonfiguration installieren Sie das Paket yast2-slp-server.

22.2 SLP aktivieren

slpd muss auf Ihrem System ausgefiihrt werden, damit Dienste mit SLP angeboten
werden konnen. Wenn der Computer nur als Client fungieren soll und keine Dienste
anbietet, ist es nicht erforderlich, slpd auszufithren. Wie die meisten Systemdienste
unter openSUSE wird der slpd-Damon iiber ein separates i ni t-Skript gesteuert. Nach
der Installation ist der Ddmon standardmé@fig inaktiv. Wenn Sie ihn temporér aktivieren
mochten, fiihren Sie rcslpd start als root aus. Zum Stoppen fiihren Sie
rcslpd stop aus. Mit restart oder status losen Sie einen Neustart oder eine
Statusabfrage aus. Wenn slpd nach dem Booten immer aktiv sein soll, aktivieren Sie
slpd in YaST System > Systemdienste (Runlevel) oder fithren Sie das Kommando
insserv slpdals root aus.

22.3 SLP-Frontends in openSUSE

Verwenden Sie fiir die Suche nach Diensten, die iiber SLP bereitgestellt werden, in
Ihrem Netzwerk ein SLP-Frontend wie s1ptool (openslp-Paket) oder YaST:

slptool
slptool ist ein Kommandozeilenprogramm, mit dem SLP-Abfragen im Netzwerk
oder proprietire Dienste bekannt gegeben werden kdnnen. Mit s1ptool ——help
werden alle verfiighbaren Optionen und Funktionen aufgelistet. Um beispielsweise
alle Zeitserver zu finden, die sich selbst im aktuellen Netzwerk bekannt geben,
fithren Sie folgendes Kommando aus:

slptool findsrvs service:ntp

YaST
YaST stellt auBerdem einen SLP-Browser zur Verfiigung. Dieser Browser ist jedoch
nicht {iber das YaST-Kontrollzentrum verfiigbar. Fiihren Sie zum Starten dieses
Browsers yast2 slp als root-Benutzer aus. Klicken Sie auf Dienstarten auf
der linken Seite, um weitere Informationen zu einem Dienst zu erhalten.
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22.4 Installation tiber SLP

Wenn Sie einen Installationsserver mit openSUSE-Installationsmedien in [hrem Netz-
werk anbieten, kann dieser mit SLP registriert und angeboten werden. Weitere Informa-
tionen finden Sie in Abschnitt 1.2, ,,Einrichten des Servers, auf dem sich die Installati-
onsquellen befinden® (S. 13). Wenn die SLP-Installation ausgewahlt wurde, startet
linuxrc eine SLP-Anrage, nachdem das System vom ausgewahlten Startmedium gestartet
wurde, und zeigt die gefundenen Quellen an.

22.5 Bereitstellen von Diensten tliber
SLP

Viele Anwendungen in openSUSE verfiigen durch die 1ibs1p-Bibliothek {iber eine
integrierte SLP-Unterstiitzung. Falls ein Dienst ohne SLP-Unterstiitzung kompiliert
wurde, kdnnen Sie ihn mit einer der folgenden Methoden per SLP verfiigbar machen:

Statische Registrierung iiber /etc/slp.reg.d
Legen Sie fiir jeden neuen Dienst eine separate Registrierungsdatei an. Das folgende
Beispiel veranschaulicht die Registrierung eines Scanner-Diensts:
## Register a saned service on this system
## en means english language
## 65535 disables the timeout, so the service registration does
## not need refreshes
service:scanner.sane://SHOSTNAME:6566,en, 65535

watch-port-tcp=6566
description=SANE scanner daemon

Die wichtigste Zeile dieser Datei ist die Dienst-URL, die mit service: beginnt.
Sie enthidlt den Diensttyp (scanner . sane) und die Adresse, unter der der Dienst
auf dem Server verfiigbar ist. $HOS TNAME wird automatisch durch den vollstandi-
gen Hostnamen ersetzt. Abgetrennt durch einen Doppelpunkt folgt nun der Name
des TCP-Ports, auf dem der entsprechende Dienst gefunden werden kann. Geben
Sie nun die Sprache an, in der der Dienst angekiindigt werden soll, und die Giiltig-
keitsdauer der Registrierung in Sekunden. Diese Angaben miissen durch Kommas
von der Dienst-URL getrennt werden. Wéhlen Sie fiir die Registrierungsdauer
einen Wert zwischen 0 und 65535. 0 verhindert die Registrierung. Mit 65535
werden alle Einschrankungen aufgehoben.
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Die Registrierungsdatei enthilt aulerdem die beiden Variablen wat ch-port-tcp
und description. watch-port-tcp koppelt die SLP-Dienstankiindigung
daran, ob der entsprechende Dienst aktiv ist, indem slpd den Status des Diensts
iberpriift. Die zweite Variable enthidlt eine genauere Beschreibung des Diensts,
die in den entsprechenden Browsern angezeigt wird.

Statische Registrierung iiber /etc/slp.reg
Der einzige Unterschied zwischen dieser Methode und der Prozedur mit /etc/
slp.reg.d besteht darin, dass alle Dienste in einer zentralen Datei gruppiert
sind.

Dynamische Registrierung {iber s1ptool
Wenn ein Dienst dynamisch ohne Verwendung von Konfigurationsdateien registriert
werden soll, verwenden Sie das Kommandozeilenprogramm slptool. Dasselbe
Programm kann auch die Registrierung eines bestehenden Dienstangebots aufheben,
ohne slpd neu zu starten.

22.6 Weiterfiihrende Informationen

RFC 2608, 2609, 2610
RFC 2608 befasst sich mit der Definition von SLP im Allgemeinen. RFC 2609
geht ndher auf die Syntax der verwendeten Dienst-URLs ein und RFC 2610 thema-
tisiert DHCP {iber SLP.

http://www.openslp.org
Die Homepage des OpenSLP-Projekts.

/usr/share/doc/packages/openslp
Dieses Verzeichnis enthilt die Dokumentation fiir SLP, die im Lieferumfang des
openslp-server-Pakets enthalten ist, einschlieSlich einer README . SuSE-Datei
mit den openSUSE-Details, den RFCs und zwei einfiihrenden HTML-Dokumenten.
Programmierer, die an den SLP-Funktionen interessiert sind, finden weitere Infor-
mationen im Programmierhandbuch, das im Paket openslp-devel enthalten
ist.
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Domain Name System (DNS)

DNS (Domain Name System) ist zur Auflosung der Doménen- und Hostnamen in IP-
Adressen erforderlich. Auf diese Weise wird die IP-Adresse 192.168.2.100 beispiels-
weise dem Hostnamen jupiter zugewiesen. Bevor Sie Thren eigenen Namenserver
einrichten, sollten Sie die allgemeinen Informationen zu DNS in Abschnitt 21.3,
,2Namensauflosung® (S. 362) lesen. Die folgenden Konfigurationsbeispiele beziehen
sich auf BIND.

23.1 DNS-Terminologie

Zone
Der Dominen-Namespace wird in Regionen, so genannte Zonen, unterteilt. So ist
beispielsweise example . com der Bereich (oder die Zone) example der
Doméne com.

DNS-Server
Der DNS-Server ist ein Server, auf dem der Name und die IP-Informationen fiir
eine Domaine gespeichert sind. Sie konnen einen primédren DNS-Server fiir die
Masterzone, einen sekundiren Server fiir die Slave-Zone oder einen Slave-Server
ohne jede Zone fiir das Caching besitzen.

DNS-Server der Masterzone
Die Masterzone beinhaltet alle Hosts aus Ihrem Netzwerk und der DNS-Server
der Masterzone speichert die aktuellen Eintrédge fiir alle Hosts in [hrer Doméne.
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DNS-Server der Slave-Zone
Eine Slave-Zone ist eine Kopie der Masterzone. Der DNS-Server der Slave-
Zone erhilt seine Zonendaten mithilfe von Zonentransfers von seinem Master-
server. Der DNS-Server der Slave-Zone antwortet autorisiert fiir die Zone,
solange er iiber giiltige (nicht abgelaufene) Zonendaten verfiigt. Wenn der
Slave keine neue Kopie der Zonendaten erhilt, antwortet er nicht mehr fiir die
Zone.

Forwarder
Forwarders sind DNS-Server, an die der DNS-Server Abfragen sendet, die er nicht
bearbeiten kann. Zum Aktivieren verschiedener Konfigurationsquellen in einer
Konfiguration wird net config verwendet (siehe auch man 8 netconfig).

Datensatz
Der Eintrag besteht aus Informationen zu Namen und IP-Adresse. Die unterstiitzten
Eintrdge und ihre Syntax sind in der BIND-Dokumentation beschrieben. Einige
spezielle Eintrage sind beispielsweise:

NS-FEintrag
Ein NS-Eintrag informiert die Namenserver dariiber, welche Computer fiir
eine bestimmte Dominenzone zustindig sind.

MX-Eintrag
Die MX (Mailaustausch)-Eintrdge beschreiben die Computer, die fiir die
Weiterleitung von Mail iiber das Internet kontaktiert werden sollen.

SOA-FEintrag
Der SOA (Start of Authority)-Eintrag ist der erste Eintrag in einer Zonendatei.
Der SOA-Eintrag wird bei der Synchronisierung von Daten zwischen mehreren
Computern iiber DNS verwendet.

23.2 Installation

Zur Installation eines DNS-Servers starten Sie YaST und wéhlen Sie Software > Soft-
ware-Management aus. Wahlen Sie Filter > Schemata und schlielich DHCP- und
DNS-Server aus. Bestdtigen Sie die Installation der abhdngigen Pakete, um den Instal-
lationsvorgang abzuschlief3en.
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23.3 Konfiguration mit YaST

Verwenden Sie das DNS-Modul von YaST, um einen DNS-Server fiir das lokale
Netzwerk zu konfigurieren. Beim ersten Starten des Moduls werden Sie von einem
Assistenten aufgefordert, einige grundlegende Entscheidungen hinsichtlich der Server-
administration zu treffen. Mit dieser Ersteinrichtung wird eine grundlegende Serverkon-
figuration vorgenommen. Fiir erweiterte Konfigurationsaufgaben, beispielsweise zum
Einrichten von ACLs, fiir Protokollaufgaben, TSIG-Schliissel und andere Optionen,
verwenden Sie den Expertenmodus.

23.3.1 Assistentenkonfiguration

Der Assistent besteht aus drei Schritten bzw. Dialogfeldern. An den entsprechenden
Stellen in den Dialogfeldern haben Sie die Moglichkeit, in den Expertenkonfigurations-
modus zu wechseln.

1 Wenn Sie das Modul zum ersten Mal starten, wird das Dialogfeld Forwarder-Ein-
stellungen (siehe Abbildung 23.1, ,,DNS-Server-Installation: Forwarder-Einstellun-
gen” (S. 416)) gedffnet. Die Netconfig DNS-Richtlinie entscheidet dariiber, welche
Geridte Forwarder zur Verfiigung stellen sollten oder ob Sie Thre eigene Forwarder-
Liste bereitstellen. Weitere Informationen iiber netconfig finden Sie auf man 8
netconfig.
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Abbildung 23.1 DNS-Server-Installation: Forwarder-Einstellungen

. Installation des DNS-Servers: Forwarder-Einstellungen
Forwarders sind DNS-Server, an die |hr DNS-Server die Anfragen senden sollte, die er nicht selbst beantworten keWeitere
Metconfig DNS-Richtlinie:

auto v

IP Adresse hinzufiigen
1Pvd- oder [PvE-Adresse

192.168.27.1 Hinzufigen

Forwarder-Liste

Léschen

Hilfe Abbrechen Weiter

Forwarders sind DNS-Server, an die der DNS-Server Abfragen sendet, die er nicht
selbst bearbeiten kann. Geben Sie ihre IP-Adresse ein und klicken Sie auf Hinzufiigen.

2 Das Dialogfeld DNS-Zonen besteht aus mehreren Teilen und ist fiir die Verwaltung
von Zonendateien zustindig, wie in Abschnitt 23.6, ,,Zonendateien® (S. 432)
beschrieben. Bei einer neuen miissen Sie unter Name der Zone einen Namen angeben.
Um eine Reverse Zone hinzuzufligen, muss der Name auf . in—addr . arpa enden.
Wiéhlen Sie zum Schluss den 7yp (Master, Slave oder Forward) aus. Weitere Infor-
mationen hierzu finden Sie unter Abbildung 23.2, ,,DNS-Server-Installation: DNS-
Zonen“ (S. 417). Klicken Sie auf bearbeiten, um andere Einstellungen fiir eine
bestehende Zone zu konfigurieren. Zum Entfernen einer klicken Sie auf Zone l6schen.
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Abbildung 23.2 DNS-Server-Installation: DNS-Zonen

. Installation des DNS-Servers: DNS-Zonen

In diesem Dialog kénnen Sie die DNS-Zonen verwalten. Weitere

Neue Zone hinzufigen
Name Typ

‘Examp\e com ‘ Master v Hinzufugen

Konfigurierte DNS-Zonen

Zone Typ Liéschen
0.0.00000.0.000000.000.000.000.0.00.00.0.00.ip6.arpa Master
Bearbeiten
example.com Master
Hilfe Abbrechen Zurack Weiter

3 Im letzten Dialogfeld konnen Sie den DNS-Port in der Firewall 6ffnen, indem Sie
auf Firewall-Port dffnen klicken. Legen Sie anschliefend fest, ob der DNS-Server
beim Booten gestartet werden soll (Ein oder Aus). Aullerdem kénnen Sie die LDAP-
Unterstiitzung aktivieren. Weitere Informationen hierzu finden Sie unter Abbil-
dung 23.3, ,,DNS-Server-Installation: Wizard beenden® (S. 418).
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Abbildung 23.3 DNS-Server-Installation: Wizard beenden

& Installation des DNS-Servers: Wizard beenden
o] S vor dem Abschluss der K dis eingegebenan Einstallungsn. Weitere

Firewall-Part offnen

Der Firewall-Port ist geschlossen

LDAP-Unterstitzung aktiv

Startverhalten
Ein Jetzt und beim Booten starten

© Aus: Nur manuell starten

« Forwarders: 192.168.27 1
+ Domains: ., localhost, 0.0.127.in-addr.arpa, 0.(
example.com

0.0.0.ip6.arpa

Expertenkonfiguration fir DNS-Server ..

Hilfe Abhrechen Zurtick Beenden

23.3.2 Konfiguration fiir Experten

Nach dem Starten des Moduls 6ffnet YaST ein Fenster, in dem mehrere Konfigurati-
onsoptionen angezeigt werden. Nach Abschluss dieses Fensters steht eine DNS-Server-
Konfiguration mit Grundfunktionen zur Verfiigung:

Start

Legen Sie unter Start fest, ob der DNS-Server beim Booten des Systems oder manuell
gestartet werden soll. Um den DNS-Server sofort zu starten, klicken Sie auf DNS-Server
nun starten. Um den DNS-Server anzuhalten, klicken Sie auf DNS-Server nun anhalten.
Zum Speichern der aktuellen Einstellungen wéhlen Sie Jetzt Einstellungen speichern
und DNS-Server neu laden. Sie konnen den DNS-Anschluss in der Firewall mit Firewall-
Port dffnen 6ffnen und die Firewall-Einstellungen mit Firewall-Details bearbeiten.

Wenn Sie LDAP-Unterstiitzung aktiv wéhlen, werden die Zone-Dateien von einer
LDAP-Datenbank verwaltet. Alle Anderungen an Zonendaten, die in der LDAP-
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Datenbank gespeichert werden, werden vom DNS-Server gleich nach dem Neustart
erfasst oder er wird aufgefordert, seine Konfiguration neu zu laden.

Forwarder

Falls Thr lokaler DNS-Server eine Anforderung nicht beantworten kann, versucht er,
diese Anforderung an einen Forwarder weiterzuleiten, falls dies so konfiguriert wurde.
Dieser Forwarder kann manuell zur Forwarder-Liste hinzugefiigt werden. Wenn der
Forwarder nicht wie bei Einwahlverbindungen statisch ist, wird die Konfiguration von
netconfig verarbeitet. Weitere Informationen iiber netconfig finden Sie auf man 8
netconfig.

Grundlegende Optionen

In diesem Abschnitt werden grundlegende Serveroptionen festgelegt. Wahlen Sie im
Menii Option das gewiinschte Element und geben Sie dann den Wert im entsprechenden
Eintragsfeld an. Nehmen Sie den neuen Eintrag auf, indem Sie auf Hinzufiigen klicken.

Protokollierung

Um festzulegen, was und wie der DNS-Server protokollieren soll, wéhlen Sie Protokol-
lieren aus. Geben Sie unter Protokolltyp an, wohin der DNS-Server die Protokolldaten
schreiben soll. Verwenden Sie die systemweite Protokolldatei /var/log/messages,
indem Sie Systemprotokoll auswéhlen oder geben Sie eine andere Datei an, indem Sie
Datei auswihlen. In letzterem Fall miissen Sie auflerdem einen Namen, die maximale
Dateigrof3e in Megabyte und die Anzahl der zu speichernden Versionen von Protokoll-
dateien angeben.

Weitere Optionen sind unter Zusdtzliches Protokollieren verfiigbar. Durch Aktivieren
von Alle DNS-Abfragen protokollieren wird jede Abfrage protokolliert. In diesem Fall
kann die Protokolldatei extrem grof3 werden. Daher sollte diese Option nur zur Fehler-
suche aktiviert werden. Um den Datenverkehr zu protokollieren, der wihrend Zonenak-
tualisierungen zwischen dem DHCP- und dem DNS-Server stattfindet, aktivieren Sie
Zonen-Updates protokollieren. Um den Datenverkehr wéhrend eines Zonentransfers
von Master zu Slave zu protokollieren, aktivieren Sie Zonen-Transfer protokollieren.
Weitere Informationen hierzu finden Sie unter Abbildung 23.4, ,, DNS-Server: Protokol-
lieren® (S. 420).
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Abbildung 23.4 DNS-Server: Protokollieren

. DNS-Server: Protokollieren
In diesem Dialog kénnen Sie COptionen fur die DN! festlegen. Weitere

Start Protokollityp Zusatzliches Protokollieren
Forwarders O Systemprotokoll Alle DNS-Abfragen protokaollieren

Grundiegends Optionen Datei

Protokolliersn
ACLs

TSIG-Schlussel

Zanen-Updates protokallieren

Zonen-Transfer protokollieren

DNS-Zonen

Hilfe Abbrachen oK

ACLs

In diesem Dialogfeld legen Sie ACLs (Access Control Lists = Zugriffssteuerungslisten)
fest, mit denen Sie den Zugriff einschranken. Nach der Eingabe eines eindeutigen
Namens unter Name geben Sie unter Wert eine IP-Adresse (mit oder ohne Netzmaske)
wie folgt an:

{ 192.168.1/24; }

Die Syntax der Konfigurationsdatei erfordert, dass die Adresse mit einem Strichpunkt
endet und in geschwungenen Klammern steht.

TSIG-Schliissel

Der Hauptzweck von TSIG-Schliisseln (Transaction Signatures = Transaktionssignatu-
ren) ist die Sicherung der Kommunikation zwischen DHCP- und DNS-Servern. Diese
werden unter Abschnitt 23.8, ,,Sichere Transaktionen® (S. 438) beschrieben.

Zum Erstellen eines TSIG-Schliissels geben Sie einen eindeutigen Namen im Feld mit
der Beschriftung Schliissel-ID ein und geben die Datei an, in der der Schliissel gespei-
chert werden soll (Dateiname). Bestitigen Sie Ihre Einstellung mit Erzeugen.
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Wenn Sie einen vorher erstellten Schliissel verwenden mochten, lassen Sie das Feld
Schliissel-ID leer und wihlen die Datei, in der der gewiinschte Schliissel gespeichert
wurde, unter Dateiname. Dann bestétigen Sie die Auswahl mit Hinzufiigen.

DNS-Zonen (Hinzufiigen einer Slave-Zone)

Wenn Sie eine Slave-Zone hinzufligen mochten, klicken Sie auf DNS-Zonen, wéahlen
Sie den Zonentyp Slave aus, geben Sie den Namen der neuen Zone ein und klicken Sie
auf Hinzufiigen.

Geben Sie im Zonen-Editor unter IP des Master DNS-Servers den Master an, von dem
der Slave die Daten abrufen soll. Um den Zugriff auf den Server zu beschrinken,
wihlen Sie eine der ACLs aus der Liste aus.

DNS-Zonen (Hinzufiigen einer Master-Zone)

Wenn Sie eine Masterzone hinzufiigen mochten, klicken Sie auf DNS-Zonen, wihlen
Sie den Zonentyp Master aus, geben Sie den Namen der neuen Zone ein und klicken
Sie auf Hinzufiigen. Beim Hinzufligen einer Masterzone ist auch eine Reverse Zone
erforderlich. Wenn Sie beispielsweise die Zone example . com hinzufiigen, die auf
Hosts in einem Subnetz 192.168.1.0/24 zeigt, sollten Sie auch eine Reverse Zone
fiir den betreffenden IP-Adressbereich erstellen. Per Definition sollte dieser den Namen
1.168.192.in-addr.arpa erhalten.

DNS-Zonen (Bearbeiten einer Master-Zone)

Wenn Sie eine Masterzone bearbeiten mdchten, klicken Sie auf DNS-Zonen, wihlen
Sie die Masterzone in der Tabelle aus und klicken Sie auf Bearbeiten. Dieses Dialogfeld
besteht aus mehreren Seiten: Grundlagen (die zuerst ge6ffnete Seite), DNS-Eintrdige,
MX-Eintrdge, SOA und Eintriige.

Im grundlegenden Dialogfeld in Abbildung 23.5, ,,DNS-Server: Zonen-Editor
(Grundlagen)“ (S. 422) konnen Sie die Einstellungen fiir das dynamische DNS festlegen
und auf Optionen fiir Zonentransfers an Clients und Slave-Namenserver zugreifen. Zum
Zulassen dynamischer Aktualisierungen von Zonen wihlen Sie Dynamische Updates
erlauben sowie den entsprechenden TSIG-Schliissel aus. Der Schliissel muss definiert
werden, bevor die Aktualisierung startet. Zum Aktivieren der Zonentransfers wihlen
Sie die entsprechenden ACLs. ACLs miissen bereits definiert sein.

Domain Name System (DNS)

421



Wihlen Sie im Dialogfeld Grundlagen aus, ob Zonen-Transfers aktiviert werden sollen.
Verwenden Sie die aufgelisteten ACLs, um festzulegen, wer Zonen herunterladen kann.

Abbildung 23.5 DNS-Server: Zonen-Editor (Grundlagen)

& Zonen-Editor

Verwenden Sie diesen Dialog zum Andern dynamischer DNS-Einstellungen der Zone und Steusrungszugriff au... Weiters

Einstellungen fir Zone

Grundlagen | NS-Eintriage MX-Eintrage SOA Eintrage

& Dynamische Updates erlauben
TSIG-Schlissel:

asdfg | v

& Zonen-Transport aktivieren
ACLs:
M any
localhost

localnets

Hilfe Abbrechen oK

Zonen-Editor (NS-Eintrdge)

Im Dialogfeld NS-Eintrdge konnen Sie alternative Nameserver fiir die angegebenen
Zonen definieren. Vergewissern Sie sich, dass Ihr eigener Namenserver in der
Liste enthalten ist. Um einen Eintrag hinzuzufiigen, geben Sie seinen Namen unter
Hinzuzufiigender Namenserver ein und bestdtigen Sie den Vorgang anschlieSend
mit Hinzufiigen. Weitere Informationen hierzu finden Sie unter Abbildung 23.6,
,»DNS-Server: Zonen-Editor (DNS-Eintrdge)“ (S. 423).
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Abbildung 23.6 DNS-Server: Zonen-Editor (DNS-Eintrdge)

& Zonen-Editor

Zum Hinzuftigen eines neuen Namenservers geben Sie die Namenserver-Adresse ein und klicken Sie auf Hinz... Weiters

Einstellungen fir Zone

Grundlagen  MS-Eintrage  MX-Eintrage SOA Eintrage

Hinzuzufigender Nameserver

Hinzufiigen

Liste der Nameserver

Laschen

Hilfe Abbrechen aK

Zonen-Editor (MX-Eintrige)
Um einen Mailserver fiir die aktuelle Zone zur bestehenden Liste hinzuzufiigen,
geben Sie die entsprechende Adresse und den entsprechenden Prioritdtswert ein.
Bestdtigen Sie den Vorgang anschliefend durch Auswahl von Hinzufiigen. Weitere
Informationen hierzu finden Sie unter Abbildung 23.7, ,,DNS-Server: Zonen-Editor
(MX-Eintrage)“ (S. 424).
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Abbildung 23.7 DNS-Server: Zonen-Editor (MX-Eintrige)

. Zonen-Editor

@ m Hinzufigen eines neven Mailseners geben Sie die Adresse und die Prioritat ein und klicken Sie auf Hinz. . Weitere
Einstallungen fur Zona

Grundlagen | NS-Eintrage | Mx-Eintrage | SOA  Eintrage

Hinzuzufugender Mailserver
Adresse Prioritat

| [0 i Hinzufiigen

Mail-Relay-Liste

Wailserver  Prioritat Léschen

Hilfe Abbrechen OK

Zonen-Editor (SOA)

Auf dieser Seite konnen Sie SOA (Start of Authority)-Eintrdge erstellen. Eine
Erklarung der einzelnen Optionen finden Sie in Beispiel 23.6, ,,Die Datei

/var/lib/named/example.com.zone® (S. 433).
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Abbildung 23.8 DNS-Server: Zonen-Editor (SOA)
. Zonen-Editor
L Legen Sie die Eintrage fir den SOA-Eintrag fest. Weitere
Einstellungen fir Zone

Grundlagen NS-Eintrige Mx-Eintrage | SOA  Eintrage

Seriennummer: Refresh (aktualisieren) Einheit

|2010072802 E

: Stunden v

Wiederholen: Einheit

TIL Einheit ‘1

: Stunden v

|2 2| Tage 4

Ablaufdatum Einheit
‘1 Z| | Wochen |v

Minimum: Einheit

‘ 1 2| Tage v

Hilfe

Zonen-Editor (Eintrdge)

Abhrechen

In diesem Dialogfeld wird die Namenauflosung verwaltet. Geben Sie unter Eintrag-
schliissel den Hostnamen an und wihlen Sie anschlie3end den Typ aus. A-Record
steht fiir den Haupteintrag. Der Wert hierfiir sollte eine IP-Adresse sein. CNAME
ist ein Alias. Verwenden Sie die Typen NS und MX fiir detaillierte oder partielle

Eintrdge, mit denen die Informationen aus den Registerkarten NS-Eintrdge und

MX-Eintrige erweitert werden. Diese drei Typen werden in einen bestehenden A-
Eintrag aufgelost. PTR dient fiir Reverse Zones. Es handelt sich um das Gegenteil

eines A-Eintrags, wie zum Beispiel:

hostname.example.com. IN A 192.168.0.1
1.0.168.192.in-addr.arpa IN PTR hostname.example.com.

ANMERKUNG: Bearbeiten der Reverse Zone

Wechseln Sie nach dem Hinzufligen einer Forward Zone wieder in das Haupt-
meni und wahlen Sie die Reverse Zone zur Bearbeitung aus. Markieren Sie im
Karteireiter Grundlagen das Kontrollkdstchen Eintrdge automatisch generieren
aus und wahlen Sie lhre Forward Zone aus. Auf diese Weise werden alle

Anderungen an der Forward Zone automatisch in der Reverse Zone aktualisiert.
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23.4 Starten des BIND-Nameservers

Bei openSUSE®-Systemen ist der Namenserver BIND (Berkeley Internet Name Domain)
vorkonfiguriert, so dass er problemlos unmittelbar nach der Installation gestartet werden
kann. Wenn Sie bereits iiber eine funktionierende Internetverbindung verfiigen und
127.0.0.1 als Namenserveradresse fiir localhost in /etc/resolv.conf
eingegeben haben, verfiigen Sie normalerweise bereits {iber eine funktionierende
Namenauflosung, ohne dass Thnen der DNS des Anbieters bekannt sein muss. BIND
fiihrt die Namenauflosung {iber den Root-Namenserver durch. Dies ist ein wesentlich
langsamerer Prozess. Normalerweise sollte der DNS des Anbieters zusammen mit der
zugehorigen IP-Adresse in die Konfigurationsdatei /et c/named.conf unter
forwarders eingegeben werden, um eine effektive und sichere Namenauflosung zu
gewdhrleisten. Wenn dies so weit funktioniert, wird der Namenserver als reiner Nur-
Cache-Namenserver ausgefiihrt. Nur wenn Sie seine eigenen Zonen konfigurieren, wird
er ein richtiger DNS. Ein einfaches Beispiel zur Veranschaulichung finden Sie unter
/usr/share/doc/packages/bind/config.

TIPP: Automatische Anpassung der Namenserverinformationen

Je nach Typ der Internet- bzw. Netzwerkverbindung kénnen die Namenserver-
informationen automatisch an die aktuellen Bedingungen angepasst werden.
Legen Sie die Variable NETCONFIG_DNS_POLICY in der Datei /etc/
sysconfig/network/config dazu auf auto fest.

Richten Sie jedoch erst eine offizielle Doméne ein, wenn Sie eine Doméne von der
zustiandigen Stelle zugewiesen bekommen. Selbst wenn Sie eine eigene Doméne
besitzen und diese vom Anbieter verwaltet wird, sollten Sie sie besser nicht verwenden,
da BIND ansonsten keine Anforderungen fiir diese Doméne weiterleitet. Beispielsweise
konnte in diesem Fall fiir diese Domine der Zugriff auf den Webserver beim Anbieter
nicht moglich sein.

Geben Sie zum Starten des Namenservers den Befehl rcnamedstart als root ein.
Falls rechts in griiner Schrift "done " angezeigt wird, wurde named (wie der Namenser-
verprozess hier genannt wird) erfolgreich gestartet. Testen Sie den Namenserver
umgehend auf dem lokalen System mit den Programmen host oder dig. Sie sollten
localhost als Standardserver mit der Adresse 127.0.0. 1 zuriickgeben. Ist dies
nicht der Fall, enthédlt /et c/resolv.conf einen falschen Namenservereintrag oder
die Datei ist nicht vorhanden. Geben Sie beim ersten Test host 127.0.0.1 ein.
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Dieser Eintrag sollte immer funktionieren. Wenn Sie eine Fehlermeldung erhalten,
priifen Sie mit rcnamed status, ob der Server tatsdchlich ausgefiihrt wird. Wenn
der Namenserver sich nicht starten ldsst oder unerwartetes Verhalten zeigt, finden Sie
die Ursache normalerweise in der Protokolldatei /var/log/messages.

Um den Namenserver des Anbieters (oder einen bereits in Threm Netzwerk ausgefiihrten
Server) als Forwarder zu verwenden, geben Sie die entsprechende IP-Adresse(n) im
Abschnitt options unter forwarders ein. Bei den Adressen in Beispiel 23.1,

,» Weiterleitungsoptionen in named.conf™ (S. 427) handelt es sich lediglich um Beispiele.
Passen Sie diese Eintrdge an Ihr eigenes Setup an.

Beispiel 23.1 Weiterleitungsoptionen in named.conf

options {
directory "/var/lib/named";
forwarders { 10.11.12.13; 10.11.12.14; };
listen-on { 127.0.0.1; 192.168.1.116; };
allow-query { 127/8; 192.168/16 };
notify noj;

bi

Auf den Eintrag opt ions folgen Eintrdge fiir die Zone, 1ocalhost und
0.0.127.in-addr.arpa. Der Eintrag t ype hint unter"." sollte immer vorhan-
den sein. Die entsprechenden Dateien miissen nicht bearbeitet werden und sollten so
funktionieren, wie sie sind. Achten Sie aulerdem darauf, dass jeder Eintrag mit einem
";" abgeschlossen ist und dass sich die geschweiften Klammern an der richtigen Position
befinden. Wenn Sie die Konfigurationsdatei /etc/named. conf oder die Zonenda-
teien gedndert haben, teilen Sie BIND mit, die Datei erneut zu lesen. Verwenden Sie
hierfiir den Befehl rcnamedreload. Sie erzielen dasselbe Ergebnis, wenn Sie den
Namenserver mit rcnamedrestart stoppen und erneut starten. Sie konnen den

Server durch Eingabe von rcnamedstop jederzeit stoppen.

23.5 Die Konfigurationsdatei
/etc/named.conf

Alle Einstellungen fiir den BIND-Namenserver selbst sind in der Datei /etc/named
.conf gespeichert. Die Zonendaten fiir die zu bearbeitenden Dominen, die aus Host-
namen, [P-Adressen usw. bestehen, sind jedoch in gesonderten Dateien im Verzeichnis
/var/lib/named gespeichert. Einzelheiten hierzu werden weiter unten beschrieben.
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/etc/named. conf ldsst sich grob in zwei Bereiche untergliedern. Der eine ist der
Abschnitt options fiir allgemeine Einstellungen und der zweite besteht aus
zone-Eintragen fiir die einzelnen Doménen. Der Abschnitt 1 ogging und die Eintrage
unter ac1 (access control list, Zugriffssteuerungsliste) sind optional. Kommentarzeilen
beginnen mit # oder mit / /. Eine Minimalversion von /etc/named.conf finden
Sie in Beispiel 23.2, ,,Eine Grundversion von /etc/named.conf™ (S. 428).

Beispiel 23.2 Eine Grundversion von /etc/named.conf

options {
directory "/var/lib/named";
forwarders { 10.0.0.1; };
notify noj;

bi

zone "localhost" in {

type master;

file "localhost.zone";
bi

zone "0.0.127.in-addr.arpa" in {
type master;
file "127.0.0.zone";

bi

zone "." in {
type hint;
file "root.hint";

}i

23.5.1 Wichtige Konfigurationsoptionen

directory "Dateiname";
Gibt das Verzeichnis an, in dem BIND die Dateien mit den Zonendaten finden
kann. In der Regel ist dies /var/1lib/named.

forwarders \{ ip—adresse; };
Gibt die Namenserver (zumeist des Anbieters) an, an die DNS-Anforderungen
weitergeleitet werden sollen, wenn sie nicht direkt aufgelost werden koénnen.
Ersetzen Sie IP-Adresse durch eine IP-Adresse wie 192.168.1.116.

forward first;
Fiihrt dazu, dass DNS-Anforderungen weitergeleitet werden, bevor versucht wird,
sie iber die Root-Namenserver aufzulosen. Anstatt forward first kann
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forward only verwendet werden. Damit werden alle Anforderungen weiterge-
leitet, ohne dass sie an die Root-Namenserver gesendet werden. Dies ist bei Firewall-
Konfigurationen sinnvoll.

listen-on port 53 \{ 127.0.0.1; IP-Adresse; \};
Informiert BIND dariiber, an welchen Netzwerkschnittstellen und Ports Client-
Abfragen akzeptiert werden sollen. port 53 muss nicht explizit angegeben wer-
den, da 53 der Standardport ist. Geben Sie 127.0.0. 1 ein, um Anforderungen
vom lokalen Host zuzulassen. Wenn Sie diesen Eintrag ganz auslassen, werden
standardméBig alle Schnittstellen verwendet.

listen-on-v6 port 53 {any; };
Informiert BIND dariiber, welcher Port auf IPv6-Client-Anforderungen {iberwacht
werden soll. Die einzige Alternative zu any ist none. Bei IPv6 akzeptiert der
Server nur Platzhalteradressen.

query-source address * port 53;
Dieser Eintrag ist erforderlich, wenn eine Firewall ausgehende DNS-Anforderungen
blockiert. Dadurch wird BIND angewiesen, Anforderungen extern von Port 53 und
nicht von einem der Ports mit den hohen Nummern iiber 1024 aufzugeben.

query-source-v6 address * port 53;
Informiert BIND dariiber, welcher Port fiir [Pv6-Abfragen verwendet werden soll.

allow-query \{ 127.0.0.1; net; };
Definiert die Netzwerke, von denen aus Clients DNS-Anforderungen aufgeben
konnen. Ersetzen Sie Net z durch Adressinformationen wie 192.168.2.0/24.
Der Wert /24 am Ende ist ein abgekiirzter Ausdruck fiir die Netzmaske, hier
255.255.255.0).

allow-transfer ! *;;
Legt fest, welche Hosts Zonentransfers anfordern kénnen. Im vorliegenden Beispiel
werden solche Anforderungen mit ! * vollstindig verweigert. Ohne diesen Eintrag
konnen Zonentransfer ohne Einschrankungen von jedem beliebigen Ort aus ange-
fordert werden.

statistics-interval O;
Ohne diesen Eintrag generiert BIND in der Datei /var/log/messages pro
Stunde mehrere Zeilen mit statistischen Informationen. Setzen Sie diesen Wert auf

Domain Name System (DNS)

429



430

"0", um diese Statistiken vollstdndig zu unterdriicken, oder legen Sie ein Zeitintervall
in Minuten fest.

cleaning-interval 720;
Diese Option legt fest, in welchen Zeitabstdnden BIND den Cache leert. Jedes Mal,
wenn dies geschieht, wird ein Eintrag in /var/log/messages ausgelost. Die
verwendete Einheit flir die Zeitangabe ist Minuten. Der Standardwert ist 60 Minuten.

interface-interval 0;
BIND durchsucht die Netzwerkschnittstellen regelméfig nach neuen oder nicht
vorhandenen Schnittstellen. Wenn dieser Wert auf 0 gesetzt ist, wird dieser Vorgang
nicht durchgefiihrt und BIND iiberwacht nur die beim Start erkannten Schnittstellen.
Anderenfalls wird das Zeitintervall in Minuten angegeben. Der Standardwert ist
60 Minuten.

notify no;
no verhindert, dass anderen Namenserver informiert werden, wenn Anderungen

an den Zonendaten vorgenommen werden oder wenn der Namenserver neu gestartet
wird.

Eine Liste der verfiigbaren Optionen finden Sie auf der man-Seite man 5
named.conft.

23.5.2 Protokollierung

Der Umfang, die Art und Weise und der Ort der Protokollierung kann in BIND extensiv
konfiguriert werden. Normalerweise sollten die Standardeinstellungen ausreichen. In
Beispiel 23.3, ,,Eintrag zur Deaktivierung der Protokollierung“ (S. 430) sehen Sie die
einfachste Form eines solchen Eintrags, bei dem jegliche Protokollierung unterdriickt
wird.

Beispiel 23.3 Eintrag zur Deaktivierung der Protokollierung
logging {

category default { null; };
}i
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23.5.3 Zoneneintrage

Beispiel 23.4 Zoneneintrag fiir "example.com"

zone "example.com" in {
type master;
file "example.com.zone";
notify no;

bi

Geben Sie nach zone den Namen der zu verwaltenden Doméne (example . com) an,
gefolgt von in und einem Block relevanter Optionen in geschweiften Klammern, wie
in Beispiel 23.4, ,,Zoneneintrag fiir "example.com"* (S. 431) gezeigt. Um eine Slave-
Zone zu definieren, dndern Sie den Wert von type in slave und geben Sie einen
Namenserver an, der diese Zone als master verwaltet (dieser kann wiederum ein
Slave eines anderen Masters sein), wie in Beispiel 23.5, ,,Zoneneintrag fiir "exam-
ple.net"“ (S. 431) gezeigt.

Beispiel 23.5 Zoneneintrag fiir "example.net”

zone "example.net" in {
type slave;
file "slave/example.net.zone";
masters { 10.0.0.1; };

bi

Zonenoptionen:

type master;
Durch die Angabe master wird BIND dariiber informiert, dass der lokale
Namenserver fiir die Zone zustindig ist. Dies setzt voraus, dass eine Zonendatei
im richtigen Format erstellt wurde.

type slave;
Diese Zone wird von einem anderen Namenserver {ibertragen. Sie muss zusammen

mit masters verwendet werden.
type hint;

Die Zone . vom Typ hint wird verwendet, um den root-Namenserver festzulegen.
Diese Zonendefinition kann unverdndert beibehalten werden.
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Datei example.com. zone oder Datei "slave/example.net.zone";
In diesem Eintrag wird die Datei angegeben, in der sich die Zonendaten fiir die
Domaine befinden. Diese Datei ist fiir einen Slave nicht erforderlich, da die betref-
fenden Daten von einem anderen Namenserver abgerufen werden. Um zwischen
Master- und Slave-Dateien zu unterscheiden, verwenden Sie das Verzeichnis s1ave
fiir die Slave-Dateien.

masters { server—ip-adresse; };
Dieser Eintrag ist nur fiir Slave-Zonen erforderlich. Er gibt an, von welchem
Namenserver die Zonendatei {ibertragen werden soll.

allow-update {! *; };
Mit dieser Option wird der externe Schreibzugriff gesteuert, der Clients das Anlegen
von DNS-Eintragen gestattet. Aus Sicherheitsgriinden wird davon abgeraten, den
Clients Schreibzugriff zu gewdhren. Ohne diesen Eintrag sind iiberhaupt keine
Zonenaktualisierungen zuldssig. Der oben stehende Eintrag hat dieselbe Wirkung,
da ! * solche Aktivitdten effektiv unterbindet.

23.6 Zonendateien

Zwei Arten von Zonendateien sind erforderlich. Eine Art ordnet IP-Adressen Hostnamen
zu, die andere stellt Hostnamen fiir IP-Adressen bereit.
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TIPP: Verwenden des Punkts in Zonendateien

Im Verzeichnis " . " hat eine wichtige Bedeutung in den Zonendateien. Wenn
Hostnamen ohne . am Ende angegeben werden, wird die Zone angefiigt.
Vollstandige Hostnamen, die mit einem vollstaindigen Domdnennamen angege-
ben werden, missen mit . abgeschlossen werden, um zu verhindern, dass die
Domane ein weiteres Mal angefiigt wird. Ein fehlender oder falsch platzierter
"."ist wahrscheinlich die haufigste Ursache von Fehlern bei der Namenserver-
konfiguration.

Der erste zu betrachtende Fall ist die Zonendatei example . com. zone, die fiir die
Domine example . com zustdndig ist (siehe Beispiel 23.6, ,,Die Datei
/var/lib/named/example.com.zone” (S. 433)).

Beispiel 23.6 Die Datei /var/lib/named/example.com.zone

1 STTL 2D

2 example.com. IN SOA dns root.example.com. (

3 2003072441 ; serial

4. 1D ; refresh

5. 2H ; retry

6 1w ; expiry

7 2D ) ; minimum

8.

9. IN NS dns

10. IN MX 10 mail

11.

12. gate IN A 192.168.5.1

13. IN A 10.0.0.1

14. dns IN A 192.168.1.116

15. mail IN A 192.168.3.108

16. jupiter IN A 192.168.2.100

17. venus IN A 192.168.2.101

18. saturn IN A 192.168.2.102

19. mercury IN A 192.168.2.103

20. ntp IN CNAME dns

21. dnsé6 IN A6 O 2002:c0a8:174::

Zeile 1:
STTL legt die Standardlebensdauer fest, die fiir alle Eintrage in dieser Datei gelten
soll. In diesem Beispiel sind die Eintrdge zwei Tage lang giiltig (2 D).

Zeile 2:

Hier beginnt der SOA (Start of Authority)-Steuereintrag;:
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Der Name der zu verwaltenden Datei ist example . com an der ersten Stelle.
Dieser Eintrag endet mit " . "', da anderenfalls die Zone ein zweites Mal angefiigt
wiirde. Alternativ kann hier @ eingegeben werden. In diesem Fall wird die Zone
aus dem entsprechenden Eintrag in /et c/named.conf extrahiert.

Nach IN SOA befindet sich der Name des Namenservers, der als Master fiir
diese Zone fungiert. Der Name wird von dns zudns . example . com erweitert,
da er nicht mit " . " endet.

Es folgt die E-Mail-Adresse der fiir diesen Namenserver zustdndigen Person.
Da das Zeichen @ bereits eine besondere Bedeutung hat, wird hier stattdessen
" . " eingegeben. Fiir root @example . com muss der Eintrag wie folgt lauten:
root.example.com..Im Verzeichnis " . " muss angehdngt werden, damit
die Zone nicht hinzugefiigt wird.

Durch ( werden alle Zeilen bis einschlie3lich ) in den SOA-Eintrag aufgenom-
men.

Zeile 3:

Die Seriennummer (serial) ist eine beliebige Nummer, die sich bei jeder
Anderung der Datei erhoht. Sie wird benétigt, um die sekundiren Namenserver
(Slave-Server) iiber Anderungen zu informieren. Hierfiir hat sich eine 10-stellige
Nummer aus Datum und Ausfiihrungsnummer in der Form JJJJMMMTTNN als
ibliches Format etabliert.

Zeile 4:

Die Aktualisierungsrate (refresh rate) gibt das Zeitintervall an, in dem die
sekunddren Namenserver die Seriennummer (serial) der Zone iiberpriifen. In
diesem Fall betrédgt dieses Intervall einen Tag.

Zeile 5:

Die Wiederholungsrate (retry) gibt das Zeitintervall an, nach dem ein sekundérer
Namenserver bei einem Fehler erneut versucht, Kontakt zum priméren Server
herzustellen. In diesem Fall sind dies zwei Stunden.

Zeile 6:
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Zeile 7:
Die letzte Angabe im SOA-Eintrag gibt die negative Cache-Lebensdauer
(negative caching TTL)an. Sie legt fest, wie lange Ergebnisse nicht aufge-
16ster DNS-Abfragen anderer Server im Cache gespeichert werden konnen.

Zeile 9:
IN NS gibt den fiir diese Doméne verantwortlichen Namenserver an. dns wird
zudns .example.com erweitert, da der Eintrag nicht mit einem " . " endet. Es

konnen mehrere solcher Zeilen vorhanden sein - eine fiir den primdren und eine
fiir die einzelnen sekundiren Namenserver. Wenn notify in /etc/named
.conf nicht auf no gesetzt ist, werden alle hier aufgefiihrten Namenserver iiber
die Anderungen an den Zonendaten informiert.

Zeile 10:
Der MX-Eintrag gibt den Mailserver an, der E-Mails fiir die Doméne
example.com annimmt, verarbeitet und weiterleitet. In diesem Beispiel ist dies
der Host mail.example . com. Die Zahl vor dem Hostnamen ist der Priferenz-
wert. Wenn mehrere MX-Eintrage vorhanden sind, wird zunichst der Mailserver
mit dem kleinsten Wert verwendet. Wenn die Mailzustellung an diesen Server nicht
moglich ist, wird ein Versuch mit dem nachsthéheren Wert unternommen.

Zeilen 12 - 19:
Dies sind die eigentlichen Adresseintrdge, in denen den Hostnamen eine oder
mehrere IP-Adressen zugewiesen werden. Die Namen werden hier ohne " . " auf-
gelistet, da sie ihre Doméne nicht enthalten. Daher wird ihnen allen example . com
hinzugefiigt. Dem Host gate werden zwei [P-Adressen zugewiesen, da er zwei
Netzwerkkarten aufweist. Bei jeder traditionellen Hostadresse (IPv4) wird der
Eintrag mit A gekennzeichnet. Wenn es sich um eine IPv6-Adresse handelt, wird
der Eintrag mit AAAA gekennzeichnet.

ANMERKUNG: IPv6-Syntax

Die Syntax des IPv6-Eintrags unterscheidet sich geringfiigig von der Syntax
von IPv4. Aufgrund der Mdoglichkeit einer Fragmentierung miissen Informa-
tionen zu fehlenden Bits vor der Adresse angegeben werden. Um nur die
IPv6-Adresse mit dem erforderlichen Wert "0" auszufiillen, fligen Sie an
der korrekten Stelle in der Adresse zwei Doppelpunkte hinzu.

pluto AAAA 2345:00C1:CA11::1234:5678:9ABC:DEFO0
pluto AAAA 2345:00D2:DA11::1234:5678:9ABC:DEF0
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Zeile 20:

Der Alias ntp kann zur Adressierung von dns (CNAME steht fiir canonical name
(kanonischer Name)) verwendet werden.

Die Pseudodomine in-addr . arpa wird fiir Reverse-Lookups zur Auflésung von
IP-Adressen in Hostnamen verwendet. Sie wird in umgekehrter Notation an den Netz-
werk-Teil der Adresse angehéngt. 192.168 wirdalsoin168.192.in-addr.arpa
aufgeldst. Weitere Informationen hierzu finden Sie unter Beispiel 23.7, ,,Reverse-Loo-
kup“ (S. 436).

Beispiel 23.7 Reverse-Lookup

1. STTL 2D

2. 168.192.in-addr.arpa. IN SOA dns.example.com. root.example.com. (

3. 2003072441 ; serial

4. 1D ; refresh

5. 2H ; retry

6. 1w ; expiry

7. 2D ) ; minimum

8.

9. IN NS dns.example.com.

10.

11. 1.5 IN PTR gate.example.com.

12. 100.3 IN PTR www.example.com.

13. 253.2 IN PTR cups.example.com.

Zeile 1:
$TTL definiert die Standard-TTL, die fiir alle Eintrédge hier gilt.

Zeile 2:
Die Konfigurationsdatei muss Reverse-Lookup fiir das Netzwerk 192 . 168 akti-
vieren. Wenn die Zone 168.192.in-addr.arpa heif}t, sollte sie nicht zu
den Hostnamen hinzugefiigt werden. Daher werden alle Hostnamen in ihrer voll-
standigen Form eingegeben, d. h. mit der Domine und einem abschlieBenden Punkt
(™. ™). Die restlichen Eintrdge entsprechen den im vorherigen Beispiel
(example. com) beschriebenen Eintragen.

Zeilen 3 —;7:

Sehen Sie sich hierzu das Beispiel fiir example.com an.
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Zeile 9:
Diese Zeile gibt wieder den fiir diese Zone verantwortlichen Namenserver an.
Diesmal wird der Name allerdings in vollstindiger Form mit Domédne und " . " am
Ende eingegeben.

Zeilen 11 —;13:
Dies sind die Zeigereintrage, die auf die IP-Adressen auf den entsprechenden Hosts
verweisen. Am Anfang der Zeile wird nur der letzte Teil der I[P-Adresse eingegeben,
ohne " . " am Ende. Wenn daran die Zone angehdngt wird (ohne
.in-addr . arpa), ergibt sich die vollstdndige IP-Adresse in umgekehrter Rei-
henfolge.

Normalerweise sollten Zonentransfers zwischen verschiedenen Versionen von BIND
problemlos moglich sein.

23.7 Dynamische Aktualisierung von
Zonendaten

Der Ausdruck dynamische Aktualisierung bezieht sich auf Vorgédnge, bei denen Eintrige
in den Zonendateien eines Masterservers hinzugefiigt, gedndert oder geloscht werden.
Dieser Mechanismus wird in RFC 2136 beschrieben. Die dynamische Aktualisierung
wird individuell fiir jeden Zoneneintrag durch Hinzufiigen einer optionalen
allow-update-bzw. update-policy-Regel konfiguriert. Dynamisch zu aktua-
lisierende Zonen sollten nicht von Hand bearbeitet werden.

Die zu aktualisierenden Eintrige werden mit dem Befehl nsupdate an den Server
iibermittelt. Die genaue Syntax dieses Befehls kénnen Sie der man-Seite fiir nsupdate
(man8 nsupdate) entnehmen. Aus Sicherheitsgriinden sollten solche Aktualisierun-
gen mithilfe von TSIG-Schliisseln durchgefiihrt werden, wie in Abschnitt 23.8,
,»,Sichere Transaktionen“ (S. 438) beschrieben.
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23.8 Sichere Transaktionen

Sichere Transaktionen kénnen mithilfe von Transaktionssignaturen (TSIGs) durchgefiihrt
werden, die auf gemeinsam genutzten geheimen Schliisseln (TSIG-Schliissel) beruhen.
In diesem Abschnitt wird die Erstellung und Verwendung solcher Schliissel beschrieben.

Sichere Transaktionen werden fiir die Kommunikation zwischen verschiedenen Servern
und fiir die dynamische Aktualisierung von Zonendaten bendtigt. Die Zugriffssteuerung
von Schliisseln abhingig zu machen, ist wesentlich sicherer, als sich lediglich auf IP-
Adressen zu verlassen.

Erstellen Sie mit dem folgenden Befehl einen TSIG-Schliissel (genauere Informationen
finden Sie unter mandnssec-keygen):

dnssec-keygen —-a hmac-md5 -b 128 -n HOST hostl-host2

Dadurch werden zwei Schliissel mit ungefdhr folgenden Namen erstellt:

Khostl-host2.+157+34265.private Khostl-host2.+157+34265.key

Der Schliissel selbst (eine Zeichenkette, wie beispielsweise
ejIkuCyyGJwwuN3xAteKgg==) ist in beiden Dateien enthalten. Um ihn fiir
Transaktionen zu verwenden, muss die zweite Datei (Khost1-host2.+157+34265
.key) auf den entfernten Host iibertragen werden, moglichst auf eine sichere Weise
(z. B. tiber SCP). Auf dem entfernten Server muss der Schliissel in der Datei /etc/
named. conf enthalten sein, damit eine sichere Kommunikation zwischen host 1
und host 2 mdglich ist:
key hostl-host2 {

algorithm hmac-md5;

secret "ejIkuCyyGJIwwuN3xAteKgg==";
}i

WARNUNG: Dateiberechtigungen von /etc/named.conf

Vergewissern Sie sich, dass die Berechtigungen von /etc/named.conf ord-
nungsgemaR eingeschrankt sind. Der Standardwert fiir diese Datei lautet 0640,
mit root als Eigentlimer und named als Gruppe. Alternativ kdnnen Sie die
Schlissel in eine gesonderte Datei mit speziell eingeschrankten Berechtigungen
verschieben, die dann aus /etc/named. conf eingefiigt werden. Zum Ein-
schlieBen einer externen Datei verwenden Sie:
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include "filename"

Ersetzen Sie filename durch einen absoluten Pfad zu lhrer Datei mit den
Schlisseln.

Damit Server host1 den Schliissel fiir host 2 verwenden kann (in diesem Beispiel
mit der Adresse 10.1.2.3), muss die Datei /etc/named.conf des Servers fol-
gende Regel enthalten:

server 10.1.2.3 {
keys { hostl-host2. ;};
bi

Analoge Eintrige miissen in die Konfigurationsdateien von host 2 aufgenommen
werden.

Fiigen Sie TSIG-Schliissel fiir alle ACLs (Access Control Lists, Zugriffssteuerungslisten,
nicht zu verwechseln mit Dateisystem-ACLs) hinzu, die fiir [P-Adressen und -Adress-
bereiche definiert sind, um Transaktionssicherheit zu gewéhrleisten. Der entsprechende
Eintrag konnte wie folgt aussehen:

allow-update { key hostl-host2. ;};

Dieses Thema wird eingehender im Referenzhandbuch fiir BIND-Administratoren (unter
update-policy) erortert.

23.9 DNS-Sicherheit

DNSSEC (DNS-Sicherheit) wird in RFC 2535 beschrieben. Die fiir DNSSEC verfiig-
baren Werkzeuge werden im BIND-Handbuch erortert.

Einer als sicher betrachteten Zone miissen ein oder mehrere Zonenschliissel zugeordnet
sein. Diese werden mit dnssec—keygen erstellt, genau wie die Host-Schliissel.
Zurzeit wird der DSA-Verschliisselungsalgorithmus zum Erstellen dieser Schliissel
verwendet. Die generierten 6ffentlichen Schliissel sollten mithilfe einer
$INCLUDE-Regel in die entsprechende Zonendatei aufgenommen werden.

Mit dem Befehl dnssec-makekeyset werden alle erstellten Schliissel zu einem
Satz zusammengefasst, der dann auf sichere Weise in die iibergeordnete Zone {ibertragen
werden muss. In der {ibergeordneten Zone wird der Satz mit dnssec-signkey
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signiert. Die durch diesen Befehl erstellten Dateien werden anschlielend verwendet,
um die Zonen mit dnssec—-signzone zu signieren, wodurch wiederum die Dateien
erstellt werden, die fiir die einzelnen Zonen in /etc/named. conf aufgenommen
werden sollen.

23.10 Weiterfiihrende Informationen

Weitere Informationen kdnnen Sie dem Referenzhandbuch fiir BIND-Administratoren
aus Paket bind-doc entnehmen, das unter /usr/share/doc/packages/bind/
installiert ist. Auflerdem konnten Sie die RFCs zurate ziehen, auf die im Handbuch
verwiesen wird, sowie die in BIND enthaltenen man-Seiten. /usr/share/doc/
packages/bind/README . SuSE enthilt aktuelle Informationen zu BIND in
openSUSE.
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DHCP

Das DHCP (Dynamic Host Configuration Protocol) dient dazu, Einstellungen in einem
Netzwerk zentral (von einem Server) aus zuzuweisen. Einstellungen miissen also nicht
dezentral an einzelnen Arbeitsplatzcomputern konfiguriert werden. Ein fiir DHCP
konfigurierter Host verfiigt nicht iiber eine eigene statische Adresse. Er konfiguriert
sich stattdessen vollstdndig und automatisch nach den Vorgaben des DHCP-Servers.
Wenn Sie auf der Client-Seite den NetworkManager verwenden, brauchen Sie den
Client iiberhaupt nicht zu konfigurieren. Das ist niitzlich, wenn Sie in wechselnden
Umgebungen arbeiten und nur jeweils eine Schnittstelle aktiv ist. Verwenden Sie den
NetworkManager nie auf einem Computer, der einen DHCP-Server ausfiihrt.

Eine Moglichkeit zur Konfiguration von DHCP-Servern besteht darin, jeden Client
mithilfe der Hardwareadresse seiner Netzwerkkarte zu identifizieren (die in den meisten
Féllen statisch ist) und anschlieBend diesen Client bei jeder Verbindung zum Server
mit identischen Einstellungen zu versorgen. Zum anderen kann DHCP aber auch so
konfiguriert werden, dass der Server jedem relevanten Client eine Adresse aus einem
dafiir vorgesehenen Adresspool dynamisch zuweist. In diesem Fall versucht der DHCP-
Server, dem Client bei jeder Anforderung dieselbe Adresse zuzuweisen — auch {iber
einen ldngeren Zeitraum hinweg. Das ist nur moglich, wenn die Anzahl der Clients im
Netzwerk nicht die Anzahl der Adressen iibersteigt.

DHCRP erleichtert Systemadministratoren das Leben. Alle (selbst umfangreiche)
Anderungen der Netzwerkadressen oder der -konfiguration kénnen zentral in der
Konfigurationsdatei des DHCP-Servers vorgenommen werden. Dies ist sehr viel kom-
fortabler als das Neukonfigurieren zahlreicher Arbeitsstationen. Au3erdem kénnen vor
allem neue Computer sehr einfach in das Netzwerk integriert werden, indem sie aus
dem Adresspool eine IP-Adresse zugewiesen bekommen. Das Abrufen der entsprechen-
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den Netzwerkeinstellungen von einem DHCP-Server ist auch besonders interessant fiir
Notebooks, die regelméfig in unterschiedlichen Netzwerken verwendet werden.

In diesem Kapitel wird der DHCP-Server im gleichen Subnetz wie die Workstations
(192.168.2.0/24) mit 192.168.2.1 als Gateway ausgefiihrt. Er hat die feste IP-Adresse
192.168.2.254 und bedient die beiden Adressbereiche 192.168.2.10 bis 192.168.2.20
und 192.168.2.100 bis 192.168.2.200.

Neben IP-Adresse und Netzmaske werden dem Client nicht nur der Computer- und
Dominenname, sondern auch das zu verwendende Gateway und die Adressen der
Namenserver mitgeteilt. Im Ubrigen konnen auch etliche andere Parameter zentral
konfiguriert werden, z. B. ein Zeitserver, von dem die Clients die aktuelle Uhrzeit
abrufen konnen, oder ein Druckserver.

24.1 Konfigurieren eines
DHCP-Servers mit YaST

Zur Installation eines DNS-Servers starten Sie YaST und wihlen Sie Software > Soft-
ware installieren oder l6schen aus. Wiahlen Sie Filter > Schemata und schliefllich
DHCP- und DNS-Server aus. Bestdtigen Sie die Installation der abhingigen Pakete,
um den Installationsvorgang abzuschlieflen.

WICHTIG: LDAP-Unterstiitzung

Das DHCP-Modul von YaST kann so eingestellt werden, dass die Serverkonfigu-
ration lokal gespeichert wird (auf dem Host, der den DHCP-Server ausfiihrt)
oder so, dass die Konfigurationsdaten von einem LDAP-Server verwaltet werden.
Wenn Sie LDAP verwenden mochten, richten Sie die LDAP-Umgebung ein,
bevor Sie den DHCP-Server konfigurieren.

Weitere Informationen zu LDAP finden Sie unter Chapter 4, LDAP—A Directory
Service (1Security Guide).

Das DHCP-Modul von YaST (yast2-dhcp-server) ermoglicht die Einrichtung
Ihres eigenen DHCP-Servers fiir das lokale Netzwerk. Das Modul kann im Assistenten-
modus oder im Expertenkonfigurationsmodus ausgefiihrt werden.
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24.1.1 Anfangliche Konfiguration (Assistent)

Beim ersten Starten des Moduls werden Sie von einem Assistenten aufgefordert, einige
grundlegende Entscheidungen hinsichtlich der Serveradministration zu treffen. Nach
Abschluss der anfianglichen Konfiguration ist eine grundlegende Serverkonfiguration
verfiigbar, die fiir einfache Szenarien ausreichend ist. Komplexere Konfigurationsauf-
gaben konnen im Expertenmodus ausgefiihrt werden.

Kartenauswahl
Im ersten Schritt ermittelt YaST die in Ihr System eingebundenen Netzwerkschnitt-
stellen und zeigt sie anschlieffend in einer Liste an. Wéhlen Sie in dieser Liste die
Schnittstelle aus, die der DHCP-Server iiberwachen soll, und klicken Sie auf Aus-
wdhlen. Wiahlen Sie anschlie3end die Option Firewall fiir gewdhlite Schnittstelle
offnen, um die Firewall fiir diese Schnittstelle zu 6ffnen, und klicken Sie auf Weiter.
Weitere Informationen hierzu finden Sie unter Abbildung 24.1, ,, DHCP-Server:
Kartenauswahl“ (S. 443).

Abbildung 24.1 DHCP-Server: Kartenauswahl

. DHCP-Server-Wizard (1/4): Kartenauswahl

Wahlen Sie eine oder mehrere der aufgefihrten Netzwerkkarten aus, die fir den DHCP-Server verwendet werd...  Weitere

Netzwerkkarten fur DHCP-Server

Ausgewdhlt Schnittstellenname Geritename IP

Auswahl autheben

B Firewall fir gewahlte Schnittstellen offnen

Hilfe Abbrechen Weiter
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Globale Einstellungen

Geben Sie anhand des Kontrollkdstchens an, ob Ihre DHCP-Einstellungen automa-
tisch von einem LDAP-Server gespeichert werden sollen. In den Eingabefeldern
legen Sie die Netzwerkinformationen fest, die jeder von diesem DHCP-Server
verwaltete Client erhalten soll. Diese sind: Doméinenname, Adresse eines Zeitser-
vers, Adressen der priméren und sekunddren Namenserver, Adressen eines Druck-
und WINS-Servers (fiir gemischte Netzwerkumgebungen mit Windows- und Linux-
Clients), Gateway-Adressen und Leasing-Zeit. Weitere Informationen hierzu finden
Sie unter Abbildung 24.2, ,,DHCP-Server: Globale Einstellungen® (S. 444).

Abbildung 24.2 DHCP-Server: Globale Einstellungen

& DHCP-Server-Wizard (2/4): Globale Einstellungen
Zum Speichern der DHCP-Konfiguration in LDAP aktivieren Sie LDAP-Unterstitzung. Weitere

Name des DHCP-Servers (optional)
LDAP-Unterstitzung

Domainname: NIP-Zeitserver.
|examme arg ‘ |152 168.1.116 ‘

IP des primaren Nameseners: Druckserver.

[192.168.1.116 | |

IF des sekundaren Nameservers: WINS-Server:

Standardgateway (Router) Standard-Lease-Zeit: Einheiten:

[192.168.2.1 | [0 Minuten |

Hilfe Abbrechen Zurick Weiter

Dynamisches DHCP
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In diesem Schritt konfigurieren Sie die Vergabe der dynamischen IP-Adressen an
Clients. Hierzu legen Sie einen Bereich von IP-Adressen fest, in dem die zu verge-
benden Adressen der DHCP-Clients liegen diirfen. Alle zu vergebenden Adressen
miissen unter eine gemeinsame Netzmaske fallen. Legen Sie abschlieend die
Leasing-Zeit fest, fiir die ein Client seine IP-Adresse behalten darf, ohne eine
Verlangerung der Leasing-Zeit beantragen zu miissen. Legen Sie optional auch die
maximale Leasing-Zeit fest, innerhalb derer eine bestimmte IP-Adresse auf dem



Server fiir einen bestimmten Client reserviert bleibt. Weitere Informationen hierzu
finden Sie unter Abbildung 24.3, ,DHCP-Server: Dynamisches DHCP* (S. 445).

Abbildung 24.3 DHCP-Server: Dynamisches DHCP

& DHCP-Server-Wizard (3/4): Dynamisches DHCP
Hier konnen Sie die Informationen fur das aktuelle Subnetz sehen, wie die Adresse, Netzmaske sowie erste und letzte fur die Clients verfugbaren IP-Adressen. Weitere

Subnetz Informationen

Letzte P-Adresse:

192.168.2 | [192.168.2.128

Dynamiscl hes BOOTP erlauben

Lease Zeit
Standard Einhiten

=4

aximum Einheiten
4 Stunden v| 2 Tage v

Abbrechen Zuriick Witer

Fertigstellen der Konfiguration und Auswahl des Startmodus
Nachdem Sie den dritten Teil des Konfigurationsassistenten abgeschlossen haben,
gelangen Sie in ein letztes Dialogfeld, das sich mit den Startoptionen des DHCP-
Servers befasst. Hier konnen Sie festlegen, ob der DHCP-Server automatisch beim
Booten des Systems oder bei Bedarf (z. B. zu Testzwecken) manuell gestartet
werden soll. Klicken Sie auf Verlassen, um die Konfiguration des Servers abzu-
schlieBen. Weitere Informationen hierzu finden Sie unter Abbildung 24.4, ,, DHCP-
Server: Start® (S. 446).
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Abbildung 24.4 DHCP-Server: Start

& DHCP-Server-Wizard (4/4): Start

Soll der Senvice bei jadem Systemstart gestartet werden, legen Sie Beim Systemstart fest. Weitere

Dienststarten
Beim Systemstart

O Manuell

Expertenkonfiguration fur DHCP-Senver

24.2 DHCP-Softwarepakete

Fiir openSUSE stehen sowohl der DHCP-Server als auch die DHCP-Clients bereit. Der
vom Internet Systems Consortium (ISC) herausgegebene DHCP-Server dhcpd stellt
die Serverfunktionalitdt zur Verfiigung. Wihlen Sie auf der Client-Seite zwischen zwei
verschiedenen DHCP-Client-Programmen: DHCP-Client (auch von ISC) und DHCP-
Client-Daemon im Paket dhcpcd.

openSUSE installiert standardméfig dhcpcd. Das Programm ist sehr einfach in der
Handhabung und wird beim Booten des Computers automatisch gestartet, um nach
einem DHCP-Server zu suchen. Es kommt ohne eine Konfigurationsdatei aus und
funktioniert im Normalfall ohne weitere Konfiguration. Verwenden Sie fiir komplexere
Situationen das Programm dhcp-client von ISC, das sich iiber die Konfigurationsdatei

/etc/dhclient.conf steuern lisst.

24.3 Der DHCP-Server dhcpd

Das Kernstiick des DHCP-Systems ist der dhcpd-Daemon. Dieser Server least Adressen
und {iberwacht deren Nutzung gemaf} den Vorgaben in der Konfigurationsdatei /et c/
dhcpd. conf. Uber die dort definierten Parameter und Werte stehen dem Systemadmi-
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nistrator eine Vielzahl von Moglichkeiten zur Verfligung, das Verhalten des Programms
anforderungsgemif zu beeinflussen. Sehen Sie sich die einfache Beispieldatei /etc/

dhcpd. conf in Beispiel 24.1, ,,Die Konfigurationsdatei "/etc/dhcpd.conf"“ (S. 447)
an.

Beispiel 24.1 Die Konfigurationsdatei "/etc/dhcpd.conf"

default-lease-time 600; # 10 minutes
max—lease—-time 7200; # 2 hours

option domain-name "example.com";

option domain-name-servers 192.168.1.116;
option broadcast-address 192.168.2.255;
option routers 192.168.2.1;

option subnet-mask 255.255.255.0;

subnet 192.168.2.0 netmask 255.255.255.0
{
range 192.168.2.10 192.168.2.20;
range 192.168.2.100 192.168.2.200;
}

Diese einfache Konfigurationsdatei reicht bereits aus, damit der DHCP-Server im
Netzwerk IP-Adressen zuweisen kann. Bitte achten Sie insbesondere auf die Semikolons
am Ende jeder Zeile, ohne die dhcpd nicht startet.

Die Beispieldatei lasst sich in drei Abschnitte unterteilen. Im ersten Abschnitt wird
definiert, wie viele Sekunden eine IP-Adresse standardmiBig an einen anfragenden
Client geleast wird, bevor dieser eine Verlingerung anfordern sollte
(default-lease—time). Hier wird auch festgelegt, wie lange ein Computer
maximal eine vom DHCP-Server vergebene IP-Adresse behalten darf, ohne fiir diese
eine Verldngerung anfordern zu miissen (max—-lease—time).

Im zweiten Abschnitt werden einige grundsdtzliche Netzwerkparameter global festgelegt:
* Die Zeile option domain-name enthilt die Standarddoméne des Netzwerks.

* Mit dem Eintrag option domain-name-servers koénnen Sie bis zu drei
Werte fiir die DNS-Server angeben, die zur Aufldsung von IP-Adressen in Hostnamen
(und umgekehrt) verwendet werden sollen. Idealerweise sollten Sie vor dem Einrichten
von DHCP einen Namenserver auf dem Computer oder im Netzwerk konfigurieren.
Dieser Namenserver sollte fiir jede dynamische Adresse jeweils einen Hostnamen
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und umgekehrt bereithalten. Weitere Informationen zum Konfigurieren eines eigenen
Namenservers finden Sie in Kapitel 23, Domain Name System (DNS) (S. 413).

* Die Zeile option broadcast-address definiert die Broadcast-Adresse, die
der anfragende Client verwenden soll.

* Mitoption routers wird festgelegt, wohin der Server Datenpakete schicken
soll, die (aufgrund der Adresse von Quell- und Zielhost sowie der Subnetzmaske)
nicht im lokalen Netzwerk zugestellt werden kénnen. Gerade bei kleineren Netzwerken
ist dieser Router auch meist mit dem Internet-Gateway identisch.

* Mit option subnet-mask wird die den Clients zugewiesene Netzmaske ange-
geben.

Im letzten Abschnitt der Datei werden ein Netzwerk und eine Subnetzmaske angegeben.
AbschlieBend muss noch ein Adressbereich gewahlt werden, aus dem der DHCP-Daemon
IP-Adressen an anfragende Clients vergeben darf. In Beispiel 24.1, ,,Die Konfigurati-

onsdatei "/etc/dhcpd.conf" (S. 447) konnen Clients Adressen zwischen 192.168.2.10
und 192.168.2.20 sowie 192.168.2.100und 192.168.2.200 zugewiesen
werden.

Nachdem Sie diese wenigen Zeilen bearbeitet haben, konnen Sie den DHCP-Daemon
bereits mit dem Befehl rcdhcpd start aktivieren. Der DHCP-Daemon ist sofort
einsatzbereit. Mit dem Befehl rcdhcpd check-syntax kdnnen Sie eine kurze
Uberpriifung der Konfigurationsdatei vornehmen. Sollte wider Erwarten ein Problem
mit der Konfiguration auftreten (z. B. der Server schldgt fehl oder gibt beim Starten
done nicht zuriick), finden Sie in der zentralen Systemprotokolldatei /var/log/
messages meist ebenso Informationen dazu wie auf Konsole 10 ( Strg + Alt + F10).

Auf einem openSUSE-Standardsystem wird der DHCP-Damon aus Sicherheitsgriinden
in einer chroot-Umgebung gestartet. Damit der Daemon die Konfigurationsdateien
finden kann, miissen diese in die chroot-Umgebung kopiert werden. In der Regel miissen
Sie dazu nur den Befehl rcdhcpd start eingeben, um die Dateien automatisch zu
kopieren.

24.3.1 Clients mit statischen IP-Adressen

DHCP lisst sich auch verwenden, um einem bestimmten Client eine vordefinierte sta-
tische Adresse zuzuweisen. Solche expliziten Adresszuweisungen haben Vorrang vor
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dynamischen Adressen aus dem Pool. Im Unterschied zu den dynamischen verfallen
die statischen Adressinformationen nie, z. B. wenn nicht mehr geniigend freie Adressen
zur Verfligung stehen und deshalb eine Neuverteilung unter den Clients erforderlich
ist.

Zur Identifizierung eines mit einer statischen Adresse konfigurierten Clients verwendet
dhcpd die Hardware-Adresse. Dies ist eine global eindeutige, fest definierte Zahl aus
sechs Oktettpaaren, {iber die jedes Netzwerkgerit verfiigt,z. B. 00: 30: 6E: 08 : EC : 80.
Werden die entsprechenden Zeilen, wie z. B. in Beispiel 24.2, ,,Ergdnzungen zur Kon-
figurationsdatei® (S. 449) zur Konfigurationsdatei von Beispiel 24.1, ,,Die Konfigurati-
onsdatei "/etc/dhcpd.conf"* (S. 447) hinzugefiigt, weist der DHCP-Daemon dem entspre-
chenden Client immer dieselben Daten zu.

Beispiel 24.2 Erginzungen zur Konfigurationsdatei

host jupiter {

hardware ethernet 00:30:6E:08:EC:80;
fixed-address 192.168.2.100;

}

Der Name des entsprechenden Clients (host Hostname, hier jupiter) wird in
die erste Zeile, und die MAC-Adresse wird in die zweite Zeile eingegeben. Auf Linux-
Hosts kann die MAC-Adresse mit dem Befehl iplink show gefolgt vom Netzwerk-
gerdt (z. B. eth0) ermittelt werden. Die Ausgabe sollte in etwa wie folgt aussehen:

link/ether 00:30:6E:08:EC:80

Im vorherigen Beispiel wird also dem Client, dessen Netzwerkkarte die MAC-Adresse
00:30:6E:08:EC: 80 hat, automatisch die IP-Adresse 192.168.2.100 und der
Hostname jupiter zugewiesen. Als Hardwaretyp kommt heutzutage in aller Regel

ethernet zum Einsatz, wobei durchaus auch das vor allem bei IBM-Systemen hiufig
zu findende t oken—ring unterstiitzt wird.

24.3.2 Die openSUSE-Version

Aus Sicherheitsgriinden enthélt bei der openSUSE-Version der DHCP-Server von ISC
den non-root/chroot-Patch von Ari Edelkind. Damit kann dhcpd mit der Benutzer-ID

nobody und in einer chroot-Umgebung (/var/1ib/dhcp) ausgefiihrt werden. Um
dies zu ermdglichen, muss sich die Konfigurationsdatei dhcpd . conf im Verzeichnis
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/var/lib/dhcp/etc befinden. Sie wird vom Init-Skript beim Start automatisch
dorthin kopiert.

Dieses Verhalten lisst sich iiber Eintrdge in der Datei /etc/sysconfig/dhcpd
steuern. Um den dhcpd ohne chroot-Umgebung laufen zu lassen, setzen Sie die Variable
DHCPD_RUN_CHROOTED in der Datei /etc/sysconfig/dhcpd auf "no".

Damit der dhcpd auch in der chroot-Umgebung Hostnamen auflésen kann, miissen
auBerdem einige weitere Konfigurationsdateien kopiert werden:

* /etc/localtime

* /etc/host.conf

* /etc/hosts

* /etc/resolv.conf

Diese Dateien werden beim Starten des Init-Skripts in das Verzeichnis /var/1ib/
dhcp/etc/ kopiert. Beriichsichtigen Sie die Kopien bei Aktualisierungen, die benétigt
werden, wenn sie durch ein Skript wie /et c/ppp/ip-up dynamisch modifiziert
werden. Falls in der Konfigurationsdatei anstelle von Hostnamen nur IP-Adressen
verwendet werden, sind jedoch keine Probleme zu erwarten.

Wenn in Threr Konfiguration weitere Dateien in die chroot-Umgebung kopiert werden
miissen, konnen Sie diese mit der Variablen DHCPD_CONF__INCLUDE_FILES in der
Datei /etc/sysconfig/dhcpd festlegen. Damit der dhcp-Daemon aus der chroot-
Umgebung heraus auch nach einem Neustart des Syslog-ng-Daemons weiter protokol-
lieren kann, befindet sich der zusitzliche Eintrag
SYSLOGD_ADDITIONAL_SOCKET_DHCP in der Datei /etc/sysconfig/
syslog.

24.4 Weiterfiihrende Informationen

Weitere Informationen zu DHCP finden Sie auf der Website des Internet Systems
Consortium (http://www.isc.org/products/DHCP/). Weitere Informationen
finden Sie zudem auf den man-Seiten dhcpd, dhcpd.conf, dhcpd. leases und
dhcp-options.
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Zeitsynchronisierung mit NTP 25

Der NTP-(Network Time Protocol-)Mechanismus ist ein Protokoll fiir die Synchroni-
sierung der Systemzeit iiber das Netzwerk. Erstens kann ein Computer die Zeit von
einem Server abrufen, der als zuverlissige Zeitquelle gilt. Zweitens kann ein Computer
selbst fiir andere Computer im Netzwerk als Zeitquelle fungieren. Zwei Ziele sollen
erreicht werden: die absolute Zeit beizubehalten und die Systemzeit aller Computer im
Netzwerk zu synchronisieren.

Das Aufrechterhalten der genauen Systemzeit ist in vielen Situationen wichtig. Die
integrierte Hardware-Uhr (BIOS-Uhr) erfiillt hiufig nicht die Anforderungen
bestimmter Anwendungen, beispielsweise Datenbanken oder Cluster. Die manuelle
Korrektur der Systemzeit wiirde schwerwiegende Probleme nach sich ziehen; das
Zuriickstellen kann beispielsweise zu Fehlfunktionen wichtiger Anwendungen fiihren.
Die Systemzeiten der in einem Netzwerk zusammengeschlossenen Computer miissen
in der Regel synchronisiert werden. Es empfiehlt sich aber nicht, die Zeiten manuell
anzugleichen. Vielmehr sollten Sie dazu NTP verwenden. Der NTP-Dienst passt die
Systemzeit stindig anhand zuverldssiger Zeitserver im Netzwerk an. Zudem ermdglicht
er die Verwaltung lokaler Referenzuhren, beispielsweise funkgesteuerter Uhren.

25.1 Konfigurieren eines NTP-Client
mit YaST

Der NTP-Daemon (ntpd) im ntp-Paket ist so voreingestellt, dass die Uhr des lokalen
Computers als Zeitreferenz verwendet wird. Das Verwenden der (BIOS-) Uhr ist jedoch
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nur eine Ausweichldsung, wenn keine genauere Zeitquelle verfiigbar ist. YaST
erleichtert die Konfiguration von NTP-Clients.

25.1.1 Grundlegende Konfiguration

Die NTP-Client-Konfiguration mit YaST (Netzwerkdienste > NTP-Konfiguration)
benotigt zwei Dialogfelder. Legen Sie den Startmodus ntpd und den abzufragenden
Server auf dem Karteireiter Allgemein Einstellungen fest.

Abbildung 25.1 Erweiterte NTP-Konfiguration: Allgemeine Einstellungen

Erweiterte NTP-Konfiguration
Geben Sie an, ob der NTP-Daemon jetzt und bei jedermn Systemstart aktiviert werden soll. Weitere

Allgemeine Einstellungen | Sicherhzitseinstellungen

NTP-Daemon starten
Mur manuell

Chpe Daemon synchronisieren

© Jetzt und beim Systemstart

Richtlinie zur Laufzeitkonfiguration

Automatisch v

Synchronisationsintervall in Minuten:

30 a2

Synchronisisrungstyp Adresse
Undisciplined Local Clock (LOCAL)

de.pool.ntp.org

Hinzufigen | Bearbeiten | Léschen Erotokoll anzeigen ...

Hilfe Abbrechen oK

Nur manuell
Wiéhlen Sie Nur manuell, wenn Sie alle Einstellungen selbst konfigurieren méchten.

Ohne Daemon synchronisieren
Auf Laptops und anderen Computern, die automatisch angehalten werden, wihlen
Sie Ohne Daemon synchronisieren. In diesem Modus startet YaST nicht ntpd auf
dem lokalen Computer zum Synchronisieren. Stattdessen erstellt YaST einen
crontab-Eintrag (/etc/cron.d/novell .ntp-synchronize), mit dem die
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Zeit gemalB dem Feld Intervall der Synchronisation in Minuten mit dem Zeitserver
verglichen wird. Weitere Informationen zu cron finden Sie unter Abschnitt 18.1.2,
,Das cron-Paket® (S. 298).

Jetzt und beim Booten
Wihlen Sie Jetzt und beim Booten, um nt pd automatisch beim Booten des Systems
zu starten. Eine Option aus 0. opensuse.pool.ntp.org,
1.opensuse.pool.ntp.org, 2.opensuse.pool.ntp.orgund
3.opensuse.pool.ntp.org ist vorab ausgewahlt.

25.1.2 Andern der Basiskonfiguration

Die Server und anderen Zeitquellen fiir die Abfrage durch den Client sind im unteren
Bereich im Karteireiter Allgemeine Einstellungen aufgelistet. Bearbeiten Sie diese
Liste nach Bedarf mithilfe der Optionen Hinzufiigen, Bearbeiten und Léoschen. Mit
Protokoll anzeigen kénnen die Protokolldateien Ihres Clients angezeigt werden.

Klicken Sie auf Hinzufiigen, um eine neue Quelle fiir Zeitinformationen hinzuzufiigen.
Wihlen Sie im nachfolgenden Dialogfeld den Quellentyp aus, mit dem die Zeitsynchro-
nisierung vorgenommen werden soll. Mit den zur Verfiigung stehenden Optionen
konnen Sie
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Abbildung 25.2 YaST: NTP-Server

&

H

NTP-Server

Zum Festlegen der Adresse des NTP-Servers verwenden Sie den Eintrag Adresse. Weitere

Servereinstellungen
Adresse:

Test

Optionen;

iburst

ilfe Abbrechen Zuriick oK

Server
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Geben Sie in der Pulldown-Liste unter Auswdhlen (siehe Abbildung 25.2, ,,YaST:
NTP-Server® (S. 454)) an, ob die Zeitsynchronisierung anhand eines Zeitservers in
Ihrem lokalen Netzwerk (Lokaler NTP-Server) oder eines Zeitservers im Internet
erfolgen soll, der Thre Zeitzone verwaltet (Offentlicher NTP-Server). Bei einem
lokalen Zeitserver klicken Sie auf Lookup, um eine SLP-Abfrage fiir verfiigbare
Zeitserver in [hrem Netzwerk zu starten. Wéhlen Sie den am besten geeigneten
Zeitserver in der Liste der Suchergebnisse aus und schlieen Sie das Dialogfeld
mit OK. Bei einem 6ffentlichen Zeitserver wihlen Sie in der Liste unter Offentlicher
NTP-Server Thr Land (Ihre Zeitzone) sowie einen geeigneten Server aus und
schlieBen das Dialogfeld dann mit OK. Uberpriifen Sie im Hauptdialogfeld die
Verfligbarkeit des ausgewdhlten Servers mit 7est.

Ein weiteres Dialogfeld erm&glicht Ihnen, einen NTP-Server auszuwiahlen. Akti-
vieren Sie Fiir initiale Synchronisierung verwenden, um die Synchronisierung der
Zeitinformationen zwischen dem Server und dem Client auszuldsen, wenn das
System gebootet wird. Unter Optionen kdnnen Sie weitere Optionen
fiir ntpd einstellen.



Mit den Access Control Options (Zugriftskontrolloptionen) kdnnen Sie die Aktionen
einschrinken, die der entfernte Computer mit dem Daemon Thres Computers aus-
fiihren kann. Dieses Feld ist nur aktiviert, wenn die Option Restrict NTP Service
to Configured Servers Only (NTP-Dienst auf konfigurierte Server beschrianken)
auf dem Karteireiter Sicherheitseinstellungen aktiviert ist (siche Abbildung 25.3,
,Erweiterte NTP-Konfiguration: Sicherheitseinstellungen® (S. 456)). Die Optionen
entsprechen den restrict-Klauseln der Datei /etc/ntp.conf. Die Klausel
nomodify notrap noquery verhindert beispielsweise, dass der Server die
NTP-Einstellungen Ihres Computers dndern und die Trap-Funktion (eine Fernpro-
tokollierungsfunktion fiir Ereignisse) Ihres NTP-Daemons verwenden kann. Diese
Einschrankungen werden besonders fiir Server auf3erhalb Ihrer Kontrolle empfohlen
(z. B. im Internet).

Ziehen Sie beziiglich detaillierter Informationen /usr/share/doc/packages/
ntp-doc zurate (Bestandteil des nt p—doc-Pakets).

Peer
Ein Peer ist ein Computer, mit dem eine symmetrische Beziehung eingerichtet
wird: Er fungiert sowohl als Zeitserver als auch als Client. Wenn Sie einen Peer
im selben Netzwerk anstelle eines Servers verwenden mochten, geben Sie die
Adresse des Systems ein. Der Rest des Dialogfelds ist mit dem Dialogfeld Server
identisch.

Funkuhr
Wenn eine Funkuhr fiir die Zeitsynchronisierung in Ihrem System verwendet
werden soll, geben Sie Uhrtyp, Gerdtezahl, Gerdtename und weitere Optionen in
diesem Dialogfeld ein. Klicken Sie auf Treiber-Kalibirierung, um den Treiber
genauer einzustellen. Detaillierte Informationen zum Betrieb einer lokalen Funkuhr
finden Sie in /usr/share/doc/packages/ntp-doc/refclock.html.

Ausgangs-Broadcast
Zeitinformationen und Abfragen kénnen im Netzwerk auch per Broadcast iibermit-
telt werden. Geben Sie in diesem Dialogfeld die Adresse ein, an die Broadcasts
gesendet werden sollen. Die Option fiir Broadcasts sollte nur aktiviert werden,
wenn Thnen eine zuverldssige Zeitquelle, etwa eine funkgesteuerte Uhr, zur Verfii-
gung steht.
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Eingangs-Broadcast
Wenn Ihr Client die entsprechenden Informationen per Broadcast erhalten soll,
geben Sie in diesen Feldern die Adresse ein, von der die jeweiligen Pakete akzeptiert
werden sollen.

Abbildung 25.3 Erweiterte NTP-Konfiguration: Sicherheitseinstellungen

e ) Erweiterte NTP-Konfiguration

Zum Ausfithren des NTP-Daemons im Chroot-Jail aktivieren Sie NTP-Daemon in Chroot-Jail ausfihren. Weiters

Allgemeine Einstellungen Sicherheitseinstellungen

&l NTP-Daemaon im Chraot-Jail ausfihren

Firewall-Einstellungen

Firewall-Port dffnen

Der Firewall-Port ist geschlossen

Hilfe Abbrechen oK

Legen Sie auf dem Karteireiter Sicherheitseinstellungen (siehe Abbildung 25.3,

,Erweiterte NTP-Konfiguration: Sicherheitseinstellungen (S. 456)) fest, ob ntpd in
einem "Chroot Jail" gestartet werden soll. StandardmaBig ist DHCP-Daemon in Chroot-
Jail starten aktiviert. Hierdurch wird die Sicherheit im Falle eines Angriffs tiber ntpd
erhoht, da der Angreifer daran gehindert wird, das gesamte System zu beeintrachtigen.

Die Option NTP-Dienst auf konfigurierte Server beschrinken erhoht die Sicherheit
Ihres Systems. Wenn gewihlt, verhindert diese Option, dass entfernte Computer die
NTP-Einstellungen Ihres Computers anzeigen und dndern und die Trap-Funktion fiir
die Fernprotokollierung von Ereignissen verwenden kdnnen. Wenn gewahlt, gelten
diese Einschrankungen fiir alle entfernten Computer, es sei denn, Sie tiberschreiben die
Zugriffskontrolloptionen fiir einzelne Computer in der Liste der Zeitquellen auf dem
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Karteireiter Allgemeine Einstellungen. Allen anderen entfernten Computern wird nur
die Abfrage der lokalen Zeit erlaubt.

Aktivieren Sie Firewall-Port dffnen, wenn SuSEfirewall2 aktiviert ist (Standardeinstel-
lung). Wenn Sie den Port geschlossen lassen, kdnnen Sie keine Verbindung zum
Zeitserver herstellen.

25.2 Manuelle Konfiguration von ntp
im Netzwerk

Die einfachste Art der Verwendung eines Zeitservers im Netzwerk besteht darin, Ser-
verparameter festzulegen. Beispiel: Wenn der Zeitserver ntp . example . com iiber
das Netzwerk erreichbar ist, fligen Sie seinen Namen in die Datei /etc/ntp.conf
ein, indem Sie folgende Zeile einfiigen.

server ntp.example.com

Wenn Sie weitere Zeitserver hinzufiigen mochten, fiigen Sie zusitzliche Zeilen mit
dem Schliisselwort server ein. Nach der Initialisierung von ntpd mit dem Kommando
rcntp start dauert es etwa eine Stunde, bis die Zeit stabil ist und die Drift-Datei
fiir das Korrigieren der lokalen Computeruhr erstellt wird. Mithilfe der Drift-Datei kann
der systematische Fehler der Hardware-Uhr berechnet werden, sobald der Computer
eingeschaltet wird. Die Korrektur kommt umgehend zum Einsatz und fiihrt zu einer
grofleren Stabilitdt der Systemzeit.

Es gibt zwei Moglichkeiten, den NTP-Mechanismus als Client zu verwenden: Erstens
kann der Client in regelméfBigen Abstinden die Zeit von einem bekannten Server
abfragen. Wenn viele Clients vorhanden sind, kann dies zu einer starken Auslastung
des Servers fiihren. Zweitens kann der Client auf NTP-Broadcasts warten, die von
Broadcast-Zeitservern im Netzwerk gesendet werden. Dieser Ansatz hat den Nachteil,
dass die Qualitdt des Servers unbekannt ist und dass ein Server, der falsche Informationen
sendet, zu schwerwiegenden Problemen fiihren kann.

Wenn die Zeit per Broadcast ermittelt wird, ist der Servername nicht erforderlich. Geben
Sie in diesem Fall die Zeile broadcastclient in die Konfigurationsdatei /etc/
ntp.conf ein. Wenn ein oder mehrere bekannte Zeitserver exklusiv verwendet werden
sollen, geben Sie die Namen in der Zeile ein, die mit servers beginnt.
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25.3 Dynamische Zeitsynchronisierung
wahrend der Laufzeit

Wenn das System ohne Netzwerkverbindung startet, fahrt ntpd zwar hoch, kann jedoch
nicht die DNS-Namen der in der Konfigurationsdatei festgelegten Zeitserver auflosen.
Dies kann vorkommen, wenn Sie Network Manager mit einem verschliisselten WLAN
verwenden.

Wenn ntpd die DNS-Namen wahrend der Laufzeit auflosen soll, miissen Sie die Option
Dynamisch festlegen. Wenn das Netzwerk dann einige Zeit nach dem Start aufgebaut
wird, iiberpriift ntpd die Namen erneut und kann die Zeitserver zum Abrufen der Zeit
erreichen.

Bearbeiten Sie /etc/ntp. conf manuell und fliigen Sie Dynami sch zu einem oder
mehreren Servereintrigen hinzu:

server ntp.example.com dynamic
Oder verwenden Sie YaST und gehen Sie folgendermaf3en vor:

1 Klicken Sie in YaST auf Netzwerkdienste > NTP-Konfiguration.

2 Wihlen Sie den Server aus, der konfiguriert werden soll. Klicken Sie anschliefend
auf Bearbeiten.

3 Aktivieren Sie das Feld Optionen und fiigen Sie Dynami sch hinzu. Verwenden
Sie ein Leerzeichen zum Trennen, falls bereits andere Optionen eingetragen sind.

4 Klicken Sie auf OK, um das Dialogfeld fiir die Bearbeitung zu schlieen. Wiederholen
Sie den vorherigen Schritt, um alle Server wunschgemaf zu dndern.

5 Klicken Sie abschlieend auf OK, um die Einstellungen zu speichern.
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25.4 Einrichten einer lokalen
Referenzuhr

Das Software-Paket ntp enthdlt Treiber fiir das Verbinden lokaler Referenzuhren. Eine
Liste unterstiitzter Uhren steht im Paket nt p—doc in der Datei /usr/share/doc/
packages/ntp-doc/refclock.html zur Verfligung. Jeder Treiber ist mit einer
Nummer verkniipft. In ntp wird die eigentliche Konfiguration mit Pseudo-IP-Adressen
durchgefiihrt. Die Uhren werden so in die Datei /etc/ntp.conf eingegeben, als
ob sie im Netzwerk vorhanden wiren. Zu diesem Zweck werden Ihnen spezielle IP-
Adressen im Format 127.127. t . u zugewiesen. Hierbei steht ¢ fiir den Uhrentyp
und legt fest, welcher Treiber verwendet wird und u steht fiir die Einheit (unit), die die
verwendete Schnittstelle bestimmt.

Im Regelfall verfiigen die einzelnen Treiber iiber spezielle Parameter, die die Konfigu-
rationsdetails beschreiben. Die Datei /usr/share/doc/packages/ntp-doc/
drivers/driverNN.html (NN steht fiir die Anzahl der Treiber) bietet Informatio-
nen zum jeweiligen Uhrentyp. Fiir die Uhr vom "Typ 8" (Funkuhr iiber serielle
Schnittstelle) ist ein zusitzlicher Modus erforderlich, der die Uhr genauer angibt. Das
Conrad DCF77-Empfangermodul weist beispielsweise Modus 5 auf. Wenn diese Uhr
als bevorzugte Referenz verwendet werden soll, geben Sie das Schliisselwort prefer
an. Die vollstindige server-Zeile fiir ein Conrad DCF77-Empfangermodul sieht
folgendermalien aus:

server 127.127.8.0 mode 5 prefer

Fiir andere Uhren gilt dasselbe Schema. Nach der Installation des Pakets ntp—-doc
steht die Dokumentation fiir ntp im Verzeichnis /usr/share/doc/packages/
ntp-doc zur Verfiigung. Die Datei /usr/share/doc/packages/ntp-doc/
refclock.html enthdlt Links zu den Treiberseiten, auf denen die Treiberparameter
beschrieben werden.
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Verteilte Nutzung von
Dateisystemen mit NFS

Das Verteilen und Freigeben von Dateisystemen {iber ein Netzwerk ist eine Standard-
aufgabe in Unternehmensumgebungen. Das bewéhrte NF S-System arbeitet mit NI S,
dem Gelbe-Seiten-Protokoll, zusammen. Wenn Sie ein sichereres Protokoll wiinschen,
das mit LDAP zusammenarbeitet und auch kerberisiert werden kann, aktivieren Sie
NESv4.

NFS mit NIS macht ein Netzwerk fiir den Benutzer transparent. Mit NFS ist es mdglich,
arbitrdre Dateisysteme iiber das Netzwerk zu verteilen. Bei entsprechendem Setup
befinden sich Benutzer in derselben Umgebung, unabhédngig vom gegenwirtig verwen-
deten Terminal.

Wie NIS ist NFS ein Client-Server-System. Ein Computer kann jedoch beides gleich-
zeitig sein — er kann Dateisysteme im Netzwerk zur Verfiigung stellen (exportieren)
und Dateisysteme anderer Hosts einhdngen (importieren).

WICHTIG: DNS-Bedarf

Im Prinzip konnen alle Exporte allein mit IP-Adressen vorgenommen werden.
Es ist ratsam, Giber ein funktionierendes DNS-System zu verfligen, um Zeitiiber-
schreitungen zu vermeiden. DNS ist zumindest flir die Protokollierung erforder-
lich, weil der mountd-Damon Reverse-Lookups ausfiihrt.

Verteilte Nutzung von Dateisystemen mit NFS
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26.1 Installieren der erforderlichen
Software

Wenn Sie Thren Host als NFS-Client konfigurieren mochten, miissen Sie keine zusitz-
liche Software installieren. Alle erforderlichen Pakete werden standardméaBig installiert.

NFS-Server-Software ist kein Bestandteil der Standardinstallation. Zur Installation der
NFS-Server-Software starten Sie YaST und wéhlen Sie Software > Sofitware installieren
oder l0schen aus. Wahlen Sie nun Filter > Schemata und anschlieBend Datei-Server
aus. Oder verwenden Sie die Option Suchen und suchen Sie nach NFS-Server.
Bestitigen Sie die Installation der Pakete, um den Installationsvorgang abzuschlief3en.

26.2 Importieren von Dateisystemen
mit YaST

Autorisierte Benutzer kdnnen NFS-Verzeichnisse eines NFS-Servers tiber das YaST-
NFS-Clientmodul in den lokalen Dateibaum einhéngen. Klicken Sie auf Hinzufiigen
und geben Sie nur den Hostnamen des NFS-Servers, das zu importierende Verzeichnis
und den Einhdngepunkt an, an dem das Verzeichnis lokal eingehéngt werden soll. Die
Anderungen werden wirksam, nachdem im ersten Dialogfeld auf Beenden geklickt
wird.

Aktivieren Sie auf dem Karteireiter NFS-Einstellungen die Option Firewall-Port iffnen,
um entfernten Computern den Zugriff auf den Dienst zu gewéhren. Der Status der
Firewall wird neben dem Kontrollkdstchen angezeigt. Wenn Sie NFSv4 verwenden,
vergewissern Sie sich, dass das Kontrollkéstchen fiir NFSv4 aktivieren aktiviert ist, und
dass der NFSv4-Domdnenname denselben Wert enthilt, den der NFSv4-Server verwen-
det. Die Standarddoméne ist Localdomain.

Klicken Sie zum Speichern der Anderungen auf OK. Weitere Informationen hierzu
finden Sie unter Abbildung 26.1, ,, Konfiguration des NFS-Clients mit YaST* (S. 463).

Die Konfiguration wird in /et c/fstab geschrieben und die angegebenen Dateisys-
teme werden eingehdngt. Wenn Sie den YaST-Konfigurationsclient zu einem spéteren
Zeitpunkt starten, wird auch die vorhandene Konfiguration aus dieser Datei gelesen.
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Abbildung 26.1 Konfiguration des NFS-Clients mit YaST

=1 NFS-Client-Konfiguration

Die Tabelle enthilt alle Verzeichnisse, die von entfernten Servern exportiert und lokal mittels NFS eingehangen... Weitere

NFS-Freigaben | NFS-Einstellungen

Server Entferntes Verzeichnis Einhangepunkt NFS-Typ Oiptionen

nfs.example.com  fhome defaults

Hinzufigen | Bearbeiten |  Laschen

Hilfe Abbrechen oK

26.3 Manuelles Importieren von
Dateisystemen

Voraussetzung fiir den manuellen Import eines Dateisystems von einem NFS-Server
ist ein aktiver RPC-Port-Mapper. Diesen starten Sie durch Ausfiihrung von rcrpcbind
start als Root. Danach kdnnen ferne Dateisysteme mit mount wie lokale Partitionen
in das Dateisystem eingehdngt werden:

mount host:remote-path local-path

Geben Sie zum Beispiel zum Import von Benutzerverzeichnissen vom
nfs.example.com-Computer folgendes Kommando ein:

mount nfs.example.com:/home /home
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26.3.1 Verwenden des Diensts zum
automatischen Einhdngen

Ferne Dateisysteme kdnnen mit dem autofs-Daemon automatisch eingehdngt werden.
Fiigen Sie den folgenden Eintrag in der Datei /etc/auto.master hinzu:

/nfsmounts /etc/auto.nfs

Nun fungiert das Verzeichnis /nf smount s als Root-Verzeichnis fiir alle NFS-Einhin-
gungen auf dem Client, sofern die Datei aut o .nfs entsprechend ausgefiillt wurde.
Der Name auto.nfs wurde nur der Einfachheit halber ausgewdhlt — Sie kdnnen einen
beliebigen Namen auswdhlen. Fiigen Sie der Datei auto.nfs wie folgt Eintrage fiir
alle NFS-Einhdngungen hinzu:

localdata -fstype=nfs serverl:/data
nfsd4mount -fstype=nfs4 server2:/

Aktivieren Sie die Einstellungen durch Ausfiihrung von rcautofs startalsroot.
In diesem Beispiel wird /nfsmounts/localdata, das Verzeichnis /data von
serverl, mit NFS eingehidngtund /nfsmounts/nfs4mount von server?2 wird
mit NFSv4 eingehédngt.

Wenn die Datei /etc/auto.master wahrend der Ausfithrung des Diensts autofs

bearbeitet wird, muss die automatische Einhdngung mit rcautofs restart erneut
gestartet werden, damit die Anderungen wirksam werden.

26.3.2 Manuelles Bearbeiten von /ect/fstab

Ein typischer NFSv3-Einhdngeeintrag in /etc/fstab sieht folgendermalien aus:

nfs.example.com:/data /local/path nfs rw,noauto 0 0

Auch NFSv4-Einhdngungen konnen der Datei /et c/fstab hinzugefiigt werden.
Verwenden Sie fiir diese Einhdngungen in der dritten Spalte nf s 4 statt nf s und stellen
Sie sicher, dass das entfernte Dateisystem in der ersten Spalte nach
nfs.example.comals / angegeben ist. Eine typische Zeile fiir eine NFSv4-Einhén-
gung in /etc/fstab sieht zum Beipsiel wie folgt aus:

nfs.example.com:/ /local/pathv4 nfs4 rw,nocauto 0 0
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Mit der Option noaut o wird verhindert, dass das Dateisystem beim Starten automatisch
eingehdngt wird. Wenn Sie das jeweilige Dateisystem manuell einhdngen mochten,
konnen Sie das Einhdngekommando auch kiirzen, indem Sie nur den Einhdngepunkt
angeben:

mount /local/path

Beachten Sie, dass das Einhdngen dieser Dateisysteme beim Start durch die Initialisie-
rungsskripte des Systems geregelt wird, wenn die Option noaut o nicht angegeben ist.

26.4 Exportieren von Dateisystemen
mit YaST

Mit YaST konnen Sie einen Computer im Netzwerk als NFS-Server bereitstellen. Dies
ist ein Server, der Verzeichnisse und Dateien an alle Hosts exportiert, die ihm Zugriff
gewihren. Auf diese Weise konnen Anwendungen fiir alle Mitglieder einer Gruppe zur
Verfiigung gestellt werden, ohne dass sie lokal auf deren Hosts installiert werden
miissen. Starten Sie zum Installieren eines solchen Servers YaST und wihlen SieNetz-
werkdienste > NFS-Server aus (siehe Abbildung 26.2, ,, Konfiguration des NFS-Servers*
(S. 466)).
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Abbildung 26.2 Konfiguration des NFS-Servers

| Konfiguration des NFS-Servers
Wihlen Sie hier aus, ob ein NFS-Server auf Ihrem Computer gestartet werden soll und einige Werzeichnisse a... Weitere

NFS-Server
© Starten

Nicht starten

Firewall
Eirewall-Port dffnen

Der Firewall-Port ist geschlossen

NFSwv4 aktivieren
B NFSyd4 aktivieren

NFSvd-Doméanennamen eingeben:

‘|DE3‘(|DI11RiH

GSS-Sicherheit aktivieren

Hilfe Abbrechen Weiter

Aktivieren Sie dann Starten und geben Sie den NFSv4-Domdinennamen ein.

Klicken Sie auf GSS-Sicherheit aktivieren, wenn Sie einen sicheren Zugriff auf den
Server bendtigen. Als Voraussetzung hierfiir muss Kerberos in der Domine installiert
sein und sowohl der Server als auch der Client miissen kerberisiert sein. Klicken Sie
auf Weiter.

Geben Sie im oberen Textfeld die zu exportierenden Verzeichnisse an. Legen Sie dar-
unter Hosts fest, die darauf Zugriff erhalten sollen. Dieses Dialogfeld ist in Abbil-
dung 26.3, ,,Konfigurieren eines NFS-Servers mit YaST* (S. 467) abgebildet. In der
Abbildung wird das Szenario dargestellt, bei dem NFSv4 im vorherigen Dialogfeld
aktiviert wurde. Einhdngeziele binden wird in der rechten Leiste angezeigt.
Weitere Informationen erhalten Sie durch Klicken auf Hilfe. In der unteren Hilfte des
Dialogfelds befinden sich vier Optionen, die fiir jeden Host festgelegt werden konnen:
Einzelhost, Netzgruppen, Platzhalterzeichen und IP-Netzwerke.
Eine ausfiihrlichere Erlduterung zu diesen Optionen finden Sie auf der man-Seite {iber
Exporte. Klicken Sie zum Beenden der Konfiguration auf Beenden.
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Abbildung 26.3 Konfigurieren eines NFS-Servers mit YaST

| Zu exportierende Verzeichnisse
© Das obere Feld enthalt alle zu exportierenden Verzeichnisse, Weitere

Verzeichnisse Bindmount-Ziele

Werzeichnis hinzufiigen | Bgarbeiten | | Entfernen

fhome

Rechner-Platzhalter Cptionen
fsid=0,crossmnt,ro root_squash,sync,no_subtree_check

Host hinzuflgen | Bearbeiten | Laschen

Hilfe Abbrechen Zuriick Beenden

WICHTIG: Automatische Firewall-Konfiguration

Wenn auf lhrem System eine Firewall aktiviert ist (SuSEfirewall2), wird deren
Konfiguration von YaST fiir den NFS-Server angepasst, indem der nfs-Dienst
aktiviert wird, wenn Firewall-Ports 6ffnen ausgewahlt ist.

26.4.1 Exportieren fiir NFSv4-Clients

Aktivieren Sie NFSv4 aktivieren, um NFSv4-Clients zu unterstiitzen. Clients mit NFSv3
konnen immer noch auf die exportierten Verzeichnisse des Servers zugreifen, wenn
diese entsprechend exportiert wurden. Dies wird in Abschnitt 26.4.3, ,,Gleichzeitig
vorhandene v3-Exporte und v4-Exporte” (S. 471) detailliert beschrieben.

Geben Sie nach dem Aktivieren von NFSv4 einen geeigneten Domédnennamen an.
Stellen Sie sicher, dass der eingegebene Name dem Namen in der Datei /et c/idmapd
.conf eines beliebigen NFSv4-Client enspricht, der auf diesen speziellen Server
zugreift. Dieser Parameter wird fiir den idmapd-Dienst verwendet, der fiir die NFSv4-
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Unterstiitzung (auf dem Server und dem Client) erforderlich ist. Behalten Sie den Wert
localdomain (der Standardwert) bei, wenn Sie keine speziellen Anforderungen
haben. Weitere Informationen erhalten Sie {iber die Links in Abschnitt 26.7, , Weiter-
fiihrende Informationen® (S. 476).

Klicken Sie auf Weiter. Das darauf folgende Dialogfeld ist in zwei Abschnitte unterteilt.
Die obere Hélfte besteht aus zwei Spalten mit den Namen Verzeichnisse und Einhdnge-
ziele binden. Bei Verzeichnisse handelt es sich um eine direkt bearbeitbare Spalte, in
der die zu exportierenden Verzeichnisse aufgelistet werden.

Bei einer festen Gruppe von Clients gibt es zwei Arten von Clients, die exportiert
werden kénnen — Verzeichnisse, die als Pseudo-Root-Dateisysteme fungieren, und
solche, die an ein Unterverzeichnis eines Pseudo-Dateisystems gebunden sind. Dieses
Pseudo-Dateisystem stellt den Basispunkt dar, unter dem alle Dateisysteme angeordnet
werden, die fiir dieselbe Gruppe von Clients exportiert wurden. Bei einem Client oder
einer Gruppe von Clients kann nur ein Verzeichnis auf dem Server als Pseudo-Root-
Verzeichnis fiir den Export konfiguriert werden. Exportieren Sie fiir diesen Client
mehrere Verzeichnisse, indem Sie sie an vorhandene Unterverzeichnisse im Pseudo-
Root-Verzeichnis binden.
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Abbildung 26.4 Exportieren von Verzeichnissen mit NFSv4

| Zu exportierende Verzeichnisse
© Das obere Feld enthalt alle zu exportierenden Verzeichnisse, Weitere

Verzeichnisse Bindmount-Ziele

Verzeichnis hinzufiigen | Bearbeiten | | Entfernen

Idata

Rechner-Platzhalter Optionen

fsid=0,crossmnt,ro root_squash,sync,no_subtree_check bind=/exports/data

Host hinzufiigen | Bearbeiten | Ldschen

Hilfe Abbrechen Zuriick Beenden

Geben Sie in der unteren Hilfte des Dialogfelds die Export- und Client-Optionen
(Platzhalterzeichen) fiir ein bestimmtes Verzeichnis ein. Nach dem Hinzufiigen eines
Verzeichnisses in der oberen Hilfte wird automatisch ein weiteres Dialogfeld zum
Eingeben von Client- und Optionsinformationen gedffnet. Klicken Sie danach zum
Hinzufiigen eines neuen Client (einer Gruppe von Clients) auf Host hinzufiigen.

Geben Sie im kleinen Dialogfeld, das gedffnet wird, das Platzhalterzeichen fiir den
Host ein. Es gibt vier mogliche Typen von Platzhalterzeichen fiir den Host, die fiir jeden
Host festgelegt werden kdnnen: ein einzelner Host (Name oder IP-Adresse), Netzgrup-
pen, Platzhalterzeichen (wie *, womit angegeben wird, dass alle Computer auf den
Server zugreifen konnen) und IP-Netzwerke. Schlieen Sie dann unter Optionen die
Zeichenfolge £ sid=0 in die kommagetrennte Liste der Optionen ein, um das Verzeich-
nis als Pseudo-Root-Verzeichnis zu konfigurieren. Wenn dieses Verzeichnis an ein
anderes Verzeichnis unter einem bereits konfigurierten Pseudo-Root-Verzeichnis
gebunden werden soll, stellen Sie sicher, dass zum Binden ein Zielpfad mit der Struktur
bind=/target/path in der Optionsliste angegeben ist.
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Nehmen Sie beispielsweise an, dass das Verzeichnis /exports als Pseudo-Root-
Verzeichnis fiir alle Clients ausgewihlt wurde, die auf den Server zugreifen kénnen.
Fiigen Sie dies in der oberen Hilfte hinzu und stellen Sie sicher, dass die fiir dieses
Verzeichnis eingebenen Optionen £ sid=0 einschliefSen. Wenn Sie {iber ein anderes
Verzeichnis, /data, verfiigen, das auch mit NFSv4 exportiert werden muss, fligen Sie
dieses Verzeichnis der oberen Hélfte hinzu. Stellen Sie beim Eingeben von Optionen
fiir dieses Verzeichnis sicher, dass bind=/exports/data in der Liste enthalten ist
und dass es sich bei /exports/data um ein bereits bestehendes Unterverzeichnis
von /exports handelt. Alle Anderungen an der Option bind=/target /path
werden unter Einhdngeziele binden angezeigt, unabhédngig davon, ob ein Wert hinzuge-
fiigt, geloscht oder gedndert wurde. Bei dieser Spalte handelt es sich nicht um eine
direkt bearbeitbare Spalte. In ihr werden stattdessen Verzeichnisse und deren Ursprung
zusammengefasst. Klicken Sie nach der Eingabe aller Informationen auf Beenden, um
die Konfiguration abzuschliefen. Der Dienst wird sofort verfligbar.

26.4.2 NFSv3- und NFSv2-Exporte

Stellen Sie vor dem Klicken auf Weiter sicher, dass NFSv4 aktivieren im ersten Dialog-
feld nicht aktiviert ist.

Das néchste Dialogfeld besteht aus zwei Bereichen. Geben Sie im oberen Textfeld die
zu exportierenden Verzeichnisse an. Legen Sie darunter Hosts fest, die darauf Zugriff
erhalten sollen. Es konnen vier Arten von Host-Platzhalterzeichen fiir jeden Host fest-
gelegt werden: ein einzelner Host (Name oder IP-Adresse), Netzwerkgruppen, Platzhal-
terzeichen (z. B. *, womit angegeben wird, dass alle Rechner auf den Server zugreifen
koénnen) und IP-Netzwerke.

Dieses Dialogfeld ist in Abbildung 26.5, ,, Exportieren von Verzeichnissen mit NFSv2
und v3“ (S. 471) abgebildet. Eine ausfiihrlichere Erlduterung dieser Optionen finden
Sieunterman exports. Klicken Sie zum Abschlielen der Konfiguration auf Beenden.
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Abbildung 26.5 Exportieren von Verzeichnissen mit NFSv2 und v3

| Zu exportierende Verzeichnisse
© Das obere Feld enthalt alle zu exportierenden Verzeichnisse, Weitere

Verzeichnisse Bindmount-Ziele

Werzeichnis hinzufiigen | Bgarbeiten | | Entfernen

Idata

Rechner-Platzhalter Cptionen
182.168.2.2 fsid=0,crossmnt,ro root_squash,sync,no_subtree_check,

Host hinzuflgen | Bearbeiten | Laschen

Hilfe Abbrechen Zuriick Beenden

26.4.3 Gleichzeitig vorhandene v3-Exporte
und v4-Exporte

NFSv3-Exporte und NFSv4-Exporte kdnnen gleichzeitig auf einem Server vorhanden
sein. Nach dem Aktivieren der Unterstiitzung fiir NFSv4 im ersten Konfigurationsdia-
logfeld werden diese Exporte, fiir die fsid=0 und bind=/target/path nicht in
der Optionsliste enthalten sind, als v3-Exporte angesehen. Sehen Sie sich das Beispiel
in Abbildung 26.3, ,, Konfigurieren eines NFS-Servers mit YaST* (S. 467) an. Wenn
Sie ein weiteres Verzeichnis (z. B. /data?2) mit Hinzufiigen: Verzeichnis hinzufiigen
und anschlieBend weder £sid=0 noch bind=/target/path inder entsprechenden
Optionsliste aufgefiihrt wird, fungiert dieser Export als v3-Export.

WICHTIG

Automatische Firewall-Konfiguration
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Wenn SuSEfirewall2 auf Ihrem System aktiviert ist, wird deren Konfiguration
von YaST fiir den NFS-Server angepasst, indem der nfs-Dienst aktiviert wird,
wenn Firewall-Ports 6ffnen ausgewahlt ist.

26.5 Manuelles Exportieren von
Dateisystemen

Die Konfigurationsdateien fiir den NFS-Exportdienst lauten /etc/exports und
/etc/sysconfig/nfs. Zusitzlich zu diesen Dateien ist /etc/idmapd.conf
fiir die NFSv4-Serverkonfiguration erforderlich. Fiithren Sie zum Starten bzw. Neustarten
der Dienste das Kommando rcnfsserver restart aus. Dies startet auch
rpc.idmapd, wenn NFSv4 in /etc/sysconfig/nfs konfiguriert ist. Der NFS-
Server ist von einem laufenden RPC-Portmapper abhédngig. Starten Sie aus diesem
Grund mit rcrpcbind restart auch den Portmapper-Dienst bzw. starten Sie ihn
neu.

26.5.1 Exportieren von Dateisystemen mit
NFSv4

NFSv4 ist die neueste Version des NFS-Protokolls, die auf openSUSE verfiigbar ist.
Das Konfigurieren der Verzeichnisse fiir den Export mit NFSv4 unterscheidet sich
geringfligig von den fritheren NFS-Versionen.

/etc/exports

Die Datei /etc/exports enthilt eine Liste mit Eintrdgen. Mit jedem Eintrag wird
ein Verzeichnis angegeben, das freigegeben wird. Zudem wird angegeben, wie das
Verzeichnis freigegeben wird. Ein typischer Eintrag in /etc/exports besteht aus:

/shared/directory host (option_list)
Beispiel:

/export 192.168.1.2(rw, £sid=0, sync, crossmnt)
/export/data 192.168.1.2(rw,bind=/data, sync)
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Hier wird die IP-Adresse 192.168.1.2 verwendet, um den erlaubten Client zu
identifizieren. Sie konnen auch den Namen des Hosts, ein Platzhalterzeichen, mit dem
mehrere Hosts angegeben werden (* . abc . com, * usw.) oder Netzwerkgruppen
(@my—-hosts) verwenden).

Das Verzeichnis, das £si1d=0 angibt, ist speziell, da es die Root des exportierten
Dateisystems darstellt. Gelegentlich wird es auch als Pseudo-Root-Dateisystem
bezeichnet. Dieses Verzeichnis muss fiir den fehlerfreien Betrieb mit NFSv4 auch {iber
crossmnt verfiigen. Alle anderen Verzeichnisse, die iiber NFSv4 exportiert wurden,
miissen unterhalb dieser Position eingehéngt werden. Wenn Sie ein Verzeichnis
exportieren mochten, das sich nicht innerhalb des exportierten Roots befindet, muss es
in den exportierten Baum eingebunden werden. Das ist iiber die Syntax bind= mdglich.

Im obigen Beispiel befindet sich /data nicht im Verzeichnis /export. Daher
exportieren wir /export/data und geben an, dass das Verzeichnis /data an diesen

Namen gebunden werden soll. Das Verzeichnis /export /data muss existieren und
sollte normalerweise leer sein.

Beim Einhdngen von diesem Server hingen die Clients nur servername: /, nicht
servername:/export ein. servername: /data muss nicht eingehidngt werden,

da dieses Verzeichnis automatisch unter dem Einhdngepunkt von servername: /
erscheint.

/etc/sysconfig/nfs

Die Datei /etc/sysconfig/nfs enthilt einige Parameter, die das Verhalten des
NFSv4-Server-Daemon bestimmen. Es ist wichtig, dass der Parameter NFS4_ SUPPORT
auf yes festgelegt ist. Der Parameter NF'S4__SUPPORT bestimmt, ob der NFS-Server
NFSv4-Exporte und -Clients unterstiitzt.

/etc/idmapd.conf

Jeder Benutzer eines Linux-Rechners verfiigt {iber einen Namen und eine ID. idmapd
fiihrt die Name-zu-ID-Zuordnung fiir NFSv4-Anforderungen an den Server aus und
sendet Antworten an den Client. Diese Datei muss auf dem Server und dem Client fiir
NFSv4 ausgefiihrt werden, da NFSv4 nur Namen fiir die eigene Kommunikation ver-
wendet.
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Stellen Sie sicher, dass Benutzernamen und IDs (uid) Benutzern auf eine einheitliche
Weise auf allen Rechnern zugewiesen werden, auf denen moglicherweise Dateisysteme
mit NFS freigegeben werden. Dies kann mit NIS, LDAP oder einem beliebigen einheit-
lichen Domédnenauthentifizierungsmechanismus in Ihrer Doméne erreicht werden.

Der Parameter Doma in muss in der Datei /et c/idmapd. conf fiir den Client und
den Server identisch festgelegt sein. Wenn Sie sich nicht sicher sind, belassen Sie die
Domdne in den Server- und den Clientdateien als 1 ocaldomain. Eine Beispielkonfi-
gurationsdatei sieht folgendermaRen aus:

[General]

Verbosity = 0

Pipefs-Directory = /var/lib/nfs/rpc_pipefs
Domain = localdomain

[Mapping]

Nobody-User = nobody
Nobody-Group = nobody

Weitere Informationen finden Sie auf der man-Seite zu idmapd und idmapd. conf;
man idmapd, man idmapd.conf.

Starten und Beenden von Apache

Starten Sie den NFS-Serverdienst nach dem Andern von /etc/exports oder /etc/
sysconfig/nfs mit rcnfsserver restart bzw. starten Sie den Dienst neu.
Wenn Sie /etc/idmapd. conf gedndert haben, laden Sie die Konfigurationsdatei

erneut mit dem Kommando killall -HUP rpc.idmapd.

Wenn der NFS-Dienst beim Booten gestartet werden soll, fithren Sie das Kommando
chkconfig nfsserver on aus.

26.5.2 Exportieren von Dateisystemen mit
NFSv2 und NFSv3

In diesem Abschnitt finden Sie Informationen speziell fiir NFSv3- und NFSv2-Exporte.
Informationen zum Exportieren mit NFSv4 finden Sie unter Abschnitt 26.4.1, ,,Expor-
tieren fiir NFSv4-Clients” (S. 467).
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Beim Exportieren von Dateisystemen mit NFS werden zwei Konfigurationsdateien
verwendet: /etc/exportsund /etc/sysconfig/nfs. Ein typischer /etc/
exports-Dateieintrag weist folgendes Format auf:

/shared/directory host (list_of_options)

Beispiel:

/export 192.168.1.2(rw, sync)

Hier wird das Verzeichnis /export gemeinsam mit dem Host 192.168.1.2 mit der
Optionsliste rw, sync verwendet. Diese IP-Adresse kann durch einen Clientnamen
oder mehrere Clients mit einem Platzhalterzeichen (z. B. * . abc . com) oder auch durch
Netzwerkgruppen ersetzt werden.

Eine detaillierte Erlduterung aller Optionen und der entsprechenden Bedeutungen finden
Sie auf der man-Seite zu exports (man exports).

Starten Sie den NFS-Server nach dem Andern von /etc/exports oder /etc/

sysconfig/nfs mit dem Befehl rcnfsserver restart bzw. starten Sie ihn
neu.

26.6 NFS mit Kerberos

Wenn die Kerberos-Authentifizierung fiir NFS verwendet werden soll, muss die GSS-
Sicherheit aktiviert werden. Wéhlen Sie dazu GSS-Sicherheit aktivieren im ersten YaST-
NFS-Server-Dialogfeld. Zur Verwendung dieser Funktion muss ein funktionierender
Kerberos-Server zur Verfiigung stehen. YaST richtet diesen Server nicht ein, sondern
nutzt lediglich die {iber den Server bereitgestellten Funktionen. Wenn Sie die Authen-
tifizierung mittels Kerberos verwenden mdchten, miissen Sie zusdtzlich zur YaST-
Konfiguration mindestens die nachfolgend beschriebenen Schritte ausfiihren, bevor Sie
die NFS-Konfiguration ausfiihren:

1 Stellen Sie sicher, dass sich Server und Client in derselben Kerberos-Domine
befinden. Beide miissen auf denselben KDC-Server (Key Distribution Center)
zugreifen und die Datei krb5 . keytab gemeinsam verwenden (der Standardspei-
cherort auf allen Rechnern lautet /etc/krb5.keytab). Weitere Informationen
zu Kerberos finden Sie unter Chapter 6, Network Authentication with Kerberos
(tSecurity Guide).
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2 Starten Sie den gssd-Dienst auf dem Client mit rcgssd start.
3 Starten Sie den svcgssd-Dienst auf dem Server mit rcsvegssd start.

Weitere Informationen zum Konfigurieren eines kerberisierten NES finden Sie {iber
die Links in Abschnitt 26.7, ,,Weiterfiihrende Informationen“ (S. 476).

26.7 Weiterfiihrende Informationen

Genau wie fiir die man-Seiten zu exports, nfs und mount stehen Informationen
zum Konfigurieren eines NFS-Servers und -Clients unter /usr/share/doc/
packages/nfsidmap/README zur Verfiigung. Online-Dokumentation wird {iber
die folgenden Web-Dokumente bereitgestellt:

+ Die detaillierte technische Dokumentation finden Sie online unter SourceForge
[http://nfs.sourceforge.net/].

+ Anweisungen zum Einrichten eines kerberisierten NFS finden Sie unter NFS Version
4 Open Source Reference Implementation [http://www.citi.umich.edu/
projects/nfsv4/linux/krb5-setup.html].

* Falls Sie Fragen zu NFSv4 haben, lesen Sie die Linux NFSv4-FAQ [http://www
.citi.umich.edu/projects/nfsv4/linux/faq/].
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Samba

Mit Samba kann ein Unix-Computer als Datei- und Druckserver fiir Mac OS X-, Win-
dows- und OS/2-Computer konfiguriert werden. Samba ist mittlerweile ein sehr
umfassendes und komplexes Produkt. Konfigurieren Sie Samba mit YaST, SWAT (eine
Web-Schnittstelle) oder indem Sie die Konfigurationsdatei manuell bearbeiten.

27.1 Terminologie

Im Folgenden werden einige Begriffe erldutert, die in der Samba-Dokumentation und
im YaST-Modul verwendet werden.

SMB-Protokoll
Samba verwendet das SMB-Protokoll (Server Message Block), das auf den NetBI-
OS-Diensten basiert. Microsoft veréffentlichte das Protokoll, damit auch andere
Softwarehersteller Anbindungen an ein Microsoft-Doménennetzwerk einrichten
konnten. Samba setzt das SMB- auf das TCP/IP-Protokoll auf. Entsprechend muss
auf allen Clients das TCP/IP-Protokoll installiert sein.

CIFS-Protokoll
Das CIFS-Protokoll (Common Internet File System) ist ein weiteres von Samba
unterstiitztes Protokoll. CIFS definiert ein Standardprotokoll fiir den Fernzugriff
auf Dateisysteme iiber das Netzwerk, das Benutzergruppen die netzwerkweite
Zusammenarbeit und gemeinsame Dokumentbenutzung ermoglicht.
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NetBIOS
NetBIOS ist eine Softwareschnittstelle (API) fiir die Kommunikation zwischen
Computern, die einen Name Service bereitstellen. Mit diesem Dienst kénnen die
an das Netzwerk angeschlossenen Computer Namen fiir sich reservieren. Nach
dieser Reservierung kénnen die Computer anhand ihrer Namen adressiert werden.
Fiir die Uberpriifung der Namen gibt es keine zentrale Instanz. Jeder Computer im
Netzwerk kann beliebig viele Namen reservieren, solange die Namen noch nicht
Gebrauch sind. Die NetBIOS-Schnittstelle kann in unterschiedlichen Netzwerkar-
chitekturen implementiert werden. Eine Implementierung, die relativ eng mit der
Netzwerkhardware arbeitet, ist NetBEUI (hdufig auch als NetBIOS bezeichnet).
Mit NetBIOS implementierte Netzwerkprotokolle sind IPX (NetBIOS iiber TCP/IP)
von Novell und TCP/IP.

Die per TCP/IP {ibermittelten NetBIOS-Namen haben nichts mit den in der Datei
/etc/hosts oder per DNS vergebenen Namen zu tun. NetBIOS ist ein eigener,
vollstindig unabhéngiger Namensraum. Es empfiehlt sich jedoch, fiir eine einfa-
chere Administration NetBIOS-Namen zu vergeben, die den jeweiligen DNS-
Hostnamen entsprechen, oder DNS nativ zu verwenden. Fiir einen Samba-Server
ist dies die Voreinstellung.

Samba-Server
Samba-Server stellt SMB/CIFS-Dienste sowie NetBIOS over IP-Namensdienste
fiir Clients zur Verfiigung. Fiir Linux gibt es drei Damonen fiir Samba-Server:
smnd fiir SMB/CIFS-Dienste, nmbd fiir Naming Services und winbind fiir
Authentifizierung.

Samba-Client
Der Samba-Client ist ein System, das Samba-Dienste von einem Samba-Server
iiber das SMB-Protokoll nutzt. Das Samba-Protokoll wird von allen géngigen
Betriebssystemen wie Mac OS X, Windows und OS/2 unterstiitzt. Auf den Compu-
tern muss das TCP/IP-Protokoll installiert sein. Fiir die verschiedenen UNIX-Ver-
sionen stellt Samba einen Client zur Verfiigung. Fiir Linux gibt es zudem ein
Dateisystem-Kernel-Modul fiir SMB, das die Integration von SMB-Ressourcen
auf Linux-Systemebene ermoglicht. Sie brauchen fiir den Samba-Client keinen
Damon auszufiihren.

Freigaben
SMB-Server stellen den Clients Ressourcen in Form von Freigaben (Shares) zur
Verfiigung. Freigaben sind Drucker und Verzeichnisse mit ihren Unterverzeichnissen
auf dem Server. Eine Freigabe wird unter einem eigenen Namen exportiert und
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kann von Clients unter diesem Namen angesprochen werden. Der Freigabename
kann frei vergeben werden. Er muss nicht dem Namen des exportierten Verzeich-
nisses entsprechen. Ebenso wird einem Drucker ein Name zugeordnet. Clients
konnen mit diesem Namen auf den Drucker zugreifen.

DC
Ein Domain Controller (DC) ist ein Server, der Konten in der Doméine verwaltet.
Zur Datenreplikation stehen zusdtzliche Domain Controller in einer Doméne zur
Verfiigung.

27.2 Installieren eines Samba-Servers

Zur Installation eines Samba-Servers starten Sie YaST und wéhlen Sie Software >
Software-Management aus. Wihlen Sie Filter > Schemata und schlieB3lich Dateiserver
aus. Bestitigen Sie die Installation der erforderlichen Pakete, um den Installationsvor-
gang abzuschlieflen.

27.3 Starten und Stoppen von Samba

Sie kénnen den Samba-Server automatisch (beim Booten) oder manuell starten bzw.
stoppen. Start- und Stopprichtlinien sind Teil der Samba-Serverkonfiguration mit YaST,
die in Abschnitt 27.4.1, ,, Konfigurieren eines Samba-Servers mit YaST* (S. 480)
beschrieben wird.

Um Samba-Dienste mit YaST zu stoppen oder zu starten, verwenden Sie System >
Systemdienste (Runlevel-Editor) und wéhlen Sie winbind, smb und nmb. In der Kom-
mandozeile stoppen Sie fiir Samba erforderliche Dienste mit rcsmb stop &&
rcnmb stop und starten sie mit rcnmb start && rcsmb start; bei Bedarf
kiimmert sich rcsmb um winbind.
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27.4 Konfigurieren eines
Samba-Servers

Es gibt zwei Moglichkeiten, Samba-Server in openSUSE® zu konfigurieren: mit YaST
oder manuell. Bei der manuellen Konfiguration kénnen Sie mehr Details einstellen,
allerdings miissen Sie ohne den Komfort der Bedienoberflache von YaST zurechtkom-
men.

27.4.1 Konfigurieren eines Samba-Servers
mit YaST

Um einen Samba-Server zu konfigurieren, starten Sie YaST und wihlen Sie Netzwerk-
dienste > Samba-Server.

Anfangliche Samba-Konfiguration

Wenn Sie dieses Modul zum ersten Mal starten, wird das Dialogfeld Samba-Installation
gedffnet und Sie werden aufgefordert, einige grundlegende Entscheidungen zur Verwal-
tung des Servers zu treffen. Am Ende des Konfigurationsvorgangs werden Sie aufge-
fordert, das Samba-Administratorpasswort (Samba-Root-Passwort) einzugeben. Bei
spateren Starts wird das Dialogfeld Samba-Server-Konfiguration gedftnet.

Der Dialog Samba-Installation umfasst zwei Schritte und optionale detaillierte Einstel-
lungen:

Arbeitsgruppe oder Doméne
Wihlen Sie unter Arbeitsgruppe oder Domdne eine Arbeitsgruppe oder Doméne
aus oder geben Sie eine neue ein und klicken Sie auf Weiter.

Samba-Servertyp
Geben Sie im nédchsten Schritt an, ob Thr Server als CD (PDC) fungieren soll, und
klicken Sie auf Weiter.
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Start
Wihlen Sie, ob Samba Beim Systemstart oder Manuell gestartet werden soll, und
klicken Sie auf OK. Legen Sie dann im abschlieBenden Popup-Feld das root-
Passwort fiir Samba fest.

Sie konnen alle Einstellungen spéter im Dialogfeld Samba-Konfiguration auf den
Karteireitern Start, Freigaben, Identitiit, Verbiirgte Domdinen und LDAP-Einstellungen
andern.

Erweiterte Samba-Konfiguration

Beim ersten Start des Samba-Servermoduls wird das Dialogfeld Samba-Konfiguration
direkt nach den beiden Anfangsschritten (siehe ,,Anfangliche Samba-Konfiguration
(S. 480)) geoftnet. Hier passen Sie Ihre Samba-Server-Konfiguration an.

Klicken Sie nach dem Bearbeiten Ihrer Konfiguration auf OK, um Ihre Einstellungen
zu speichern.

Starten des Servers

Auf dem Karteireiter Start konnen Sie den Start des Samba-Servers konfigurieren. Um
den Dienst bei jedem Systemboot zu starten, wahlen Sie During Boot (Beim Systemstart).
Um den manuellen Start zu aktivieren, wihlen Sie Manually (Manuell). Weitere
Informationen zum Starten eines Samba-Servers erhalten Sie in Abschnitt 27.3, ,,Starten
und Stoppen von Samba“ (S. 479).

Auf diesem Karteireiter konnen Sie auch Ports in Threr Firewall 6ffnen. Wihlen Sie

hierflir Open Port in Firewall (Firewall-Port 6ffnen). Wenn mehrere Netzwerkschnitt-
stellen vorhanden sind, wihlen Sie die Netzwerkschnittstelle fiir Samba-Dienste, indem
Sie auf Firewall-Details klicken, die Schnittstellen auswéhlen und dann auf OK klicken.

Freigaben

Legen Sie auf dem Karteireiter Freigaben die zu aktivierenden Samba-Freigaben fest.
Es gibt einige vordefinierte Freigaben wie Home-Verzeichnisse und Drucker. Mit Status
wechseln konnen Sie zwischen den Statuswerten Aktiviert und Deaktiviert wechseln.
Klicken Sie auf Hinzufiigen, um neue Freigaben hinzuzufiigen, bzw. auf Ldschen, um
die ausgewihlte Freigabe zu entfernen.
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Mit Benutzern die Freigabe ihrer Verzeichnisse erlauben konnen Mitglieder der
Gruppe in Zuldssige Gruppe ihre eigenen Verzeichnisse fiir andere Benutzer freigeben.
Zum Beispiel user s fiir eine lokale Reichweite oder DOMAIN\Users fiir eine
dominenweite Freigabe. Der Benutzer muss aulerdem sicherstellen, dass die Berechti-
gungen des Dateisystems den Zugriff zulassen. Mit Maximale Anzahl an Freigaben
begrenzen Sie die Gesamtzahl der erstellbaren Freigaben. Wenn Sie den Zugriff auf
Benutzerfreigaben ohne Authentifizierung zulassen mochten, aktivieren Sie Gastzugriff
erlauben.

Identitat

Auf dem Karteireiter Identitit legen Sie fest, zu welcher Domine der Host gehort
(Grundeinstellungen) und ob ein alternativer Hostname im Netzwerk (NetBIOS-Host-
name) verwendet werden soll. Microsoft Windows Internet Name Service (WINS) kann
auch zur Namensauflésung benutzt werden. Aktivieren Sie in diesem Fall WINS zur
Hostnamenauflésung verwenden und entscheiden Sie, ob Sie WINS-Server via DHCP
abrufen mochten. Globale Einstellungen fiir Experten oder eine Quelle fiir die Benut-
zerauthentifizierung kdnnen Sie festlegen, wenn Sie auf Erweiterte Einstellungen Kkli-
cken.

Verbiirgte Domdnen

Sie ermoglichen Benutzern anderer Doménen den Zugriff auf IThre Domine, indem Sie
die entsprechenden Einstellungen in dem Karteireiter Verbiirgte Domdnen vornehmen.
Klicken Sie zum Hinzufiigen einer neuen Doméne auf Hinzufiigen. Zum Entfernen der
ausgewdhlten Doméne klicken Sie auf Ldschen.

LDAP-Einstellungen

In dem Karteireiter LDAP-Einstellungen konnen Sie den LDAP-Server fiir die
Authentifizierung festlegen. Um die Verbindung mit Ihrem LDAP-Server zu testen,
klicken Sie auf Verbindung testen. LDAP-Einstellungen fiir Experten oder die Verwen-
dung von Standardwerten konnen Sie festlegen, wenn Sie auf Erweiterte Einstellungen
klicken.

Weitere Informationen zur LDAP-Konfiguration finden Sie unter Chapter 4, LDAP—A
Directory Service (1 Security Guide).
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27.4.2 Web-Administration mit SWAT

SWAT (Samba Web Administration Tool) ist ein alternativesWerkzeug fiir die Admi-
nistrationsaufgaben von Samba. Es stellt eine einfache Webschnittstelle zur Verfiigung,
mit der Sie den Samba-Server konfigurieren kénnen. Sie konnen SWAT verwenden,
indem Sie in einem Webbrowser http://localhost: 901 aufrufen und sich als
root anmelden. Wenn Sie {iber kein spezielles root-Konto fiir Samba verfiigen, ver-
wenden Sie das r oot-Systemkonto.

ANMERKUNG: Aktivieren von SWAT

Nach der Installation von Samba-Server ist SWAT nicht aktiviert. Um SWAT zu
aktivieren, offnen Sie in YaST Netzwerkdienste > Netzwerkdienste (xinetd),
wahlen Sie swat aus der Tabelle und klicken Sie auf Status wechseln (Ein oder
Aus).

27.4.3 Manuelles Konfigurieren des Servers

Wenn Sie Samba als Server verwenden mdchten, installieren Sie samba. Die Haupt-
konfigurationsdatei von Samba ist /et c/samba/smb.conf. Diese Datei kann in
zwei logische Bereiche aufgeteilt werden. Der Abschnitt [global] enthilt die zentra-
len und globalen Einstellungen. Die Abschnitte [ share] enthalten die einzelnen
Datei- und Druckerfreigaben. Mit dieser Vorgehensweise konnen Details der Freigaben
unterschiedlich oder im Abschnitt [global] iibergreifend festgelegt werden. Letzteres
tragt zur Ubersichtlichkeit der Konfigurationsdatei bei.

Der Abschnitt "global"

Die folgenden Parameter im Abschnitt [global] sind den Gegebenheiten Ihres
Netzwerkes anzupassen, damit Ihr Samba-Server in einer Windows-Umgebung von
anderen Computern iiber SMB erreichbar ist.

workgroup = TUX-NET
Mit dieser Zeile wird der Samba-Server einer Arbeitsgruppe zugeordnet. Ersetzen
Sie TUX-NET durch eine entsprechende Arbeitsgruppe Ihrer Netzwerkumgebung.
Der Samba-Server erscheint mit seinem DNS-Namen, sofern der Name noch nicht

Samba

483


http://localhost:901

484

[OXS]

an ein anderes Gerat im Netzwerk vergeben ist. Wenn der DNS-Name nicht verfiig-
bar ist, kann der Servername mithilfe von netbiosname=ME INNAME festgelegt
werden. Weitere Details zu diesem Parameter finden Sie auf der man-Seite
smb.conf.

level = 20

Anhand dieses Parameters entscheidet Ihr Samba-Server, ob er versucht, LMB
(Local Master Browser) fiir seine Arbeitsgruppe zu werden. Bei der Samba 3-
Versionsserie muss die Standardeinstellung (2 0) nur selten {iberschrieben werden.
Wihlen Sie einen niedrigen Wert wie etwa 2, damit ein vorhandenes Windows-
Netz nicht durch einen falsch konfigurierten Samba-Server gestort wird. Weitere
Informationen zu diesem wichtigen Thema finden Sie im Kapitel "Netzwerk-
Browser" im Samba 3-HOWTO; weitere Informationen zum Smaba 3-HOWTO
finden Sie unter Abschnitt 27.7, ,,Weiterfithrende Informationen® (S. 490).

Wenn im Netzwerk kein anderer SMB-Server (z. B. ein Windows 2000-Server)
vorhanden ist und der Samba-Server eine Liste aller in der lokalen Umgebung
vorhandenen Systeme verwalten soll, setzen Sie den Parameter os level auf
einen hoheren Wert (z. B. 65). Der Samba-Server wird dann als LMB fiir das
lokale Netzwerk ausgewahlt.

Beim Andern dieses Werts sollten Sie besonders vorsichtig sein, da dies den Betrieb
einer vorhandenen Windows-Netzwerkumgebung stéren kdnnte. Testen Sie
Anderungen zuerst in einem isolierten Netzwerk oder zu unkritischen Zeiten.

wins support und wins server
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Wenn Sie den Samba-Server in ein vorhandenes Windows-Netzwerk integrieren
mochten, in dem bereits ein WINS-Server betrieben wird, aktivieren Sie den
Parameter wins server und setzen Sie seinen Wert auf die IP-Adresse des
WINS-Servers.

Sie miissen einen WINS-Server einrichten, wenn Thre Windows-Systeme in
getrennten Subnetzen betrieben werden und sich gegenseitig erkennen sollen. Um
einen Samba-Server als WINS-Server festzulegen, setzen Sie die Option wins
support = Yes. Stellen Sie sicher, dass diese Einstellung nur auf einem einzigen
Samba-Server im Netzwerk aktiviert wird. Die Optionen wins server und
wins support diirfen in der Datei smb. conf niemals gleichzeitig aktiviert
sein.



Freigaben

In den folgenden Beispielen werden einerseits das CD-ROM-Laufwerk und andererseits
die Verzeichnisse der Nutzer (homes) fiir SMB-Clients freigegeben.

[cdrom]
Um die versehentliche Freigabe eines CD-ROM-Laufwerks zu verhindern, sind
alle erforderlichen Zeilen dieser Freigabe durch Kommentarzeichen (hier Semiko-
lons) deaktiviert. Entfernen Sie die Semikolons in der ersten Spalte, um das CD-
ROM-Laufwerk fiir Samba freizugeben.

Beispiel 27.1 Eine CD-ROM-Freigabe (deaktiviert)

comment = Linux CD-ROM
path = /media/cdrom
locking = No

[cdrom] und comment
Der Abschnittseintrag [cdrom] stellt den Namen der Freigabe dar, die von
allen SMB-Clients im Netzwerk gesehen werden kann. Zur Beschreibung
dieser Freigabe kann ein zusétzlicher comment hinzugefiigt werden.

path = /media/cdrom
path exportiert das Verzeichnis /media/cdrom.

Diese Art der Freigabe ist aufgrund einer bewusst restriktiv gewéhlten Voreinstel-
lung lediglich fiir die auf dem System vorhandenen Benutzer verfiigbar. Soll die
Freigabe fiir alle Benutzer bereitgestellt werden, fiigen Sie der Konfiguration die
Zeile guest ok = yes hinzu. Durch diese Einstellung erhalten alle Benutzer
im Netzwerk Leseberechtigungen. Es wird empfohlen, diesen Parameter sehr vor-
sichtig zu verwenden. Dies gilt umso mehr fiir die Verwendung dieses Parameters

im Abschnitt [global].

[homes]
Eine besondere Stellung nimmt die Freigabe [homes] ein. Hat der Benutzer auf
dem Linux-Dateiserver ein giiltiges Konto und ein eigenes Home-Verzeichnis, so
kann er eine Verbindung zu diesem herstellen.
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Beispiel 27.2 Freigabe [homes]
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[homes]
comment = Home Directories
valid users = %S

browseable = No

read only = No

create mask = 0640
directory mask = 0750

[homes]
Insoweit keine ausdriickliche Freigabe mit dem Freigabenamen des Benutzers
existiert, der die Verbindung zum SMB-Server herstellt, wird aufgrund der
[homes ] -Freigabe dynamisch eine Freigabe generiert. Dabei ist der Freiga-
bename identisch mit dem Benutzernamen.

valid users = %S
%S wird nach erfolgreichem Verbindungsaufbau durch den konkreten Freiga-
benamen ersetzt. Bei einer [homes ] -Freigabe ist dies immer der Benutzerna-
me. Aus diesem Grund werden die Zugriffsberechtigungen auf die Freigabe
eines Benutzers immer exklusiv auf den Eigentiimer des Benutzerverzeichnisses
beschrankt.

browseable = No
Durch diese Einstellung wird die Freigabe in der Netzwerkumgebung
unsichtbar gemacht.

read only = No
Samba untersagt Schreibzugriff auf exportierte Freigaben standardméfig mit
dem Parameter read only = Yes. Soll also ein Verzeichnis als schreibbar
freigegeben werden, muss der Wert read only = No festgesetzt werden,
was dem Wert writeable = Yes entspricht.

create mask = 0640
Nicht auf MS Windows NT basierende Systeme kennen das Konzept der Unix-
Zugriffsberechtigungen nicht, sodass sie beim Erstellen einer Datei keine
Berechtigungen zuweisen kdnnen. Der Parameter create mask legt fest,
welche Zugriffsberechtigungen neu erstellten Dateien zugewiesen werden.
Dies gilt jedoch nur fiir Freigaben mit Schreibberechtigung. Konkret wird hier
dem FEigentlimer das Lesen und Schreiben und den Mitgliedern der priméren
Gruppe des Eigentlimers das Lesen erlaubt. valid users = %S verhindert
den Lesezugriff auch dann, wenn die Gruppe iiber Leseberechtigungen verfiigt.



Um der Gruppe Lese- oder Schreibzugriff zu gewdhren, deaktivieren Sie die
Zeile valid users = %S.

Sicherheitsstufen (Security Levels)

Jeder Zugriff auf eine Freigabe kann fiir mehr Sicherheit durch ein Passwort geschiitzt
werden. SMB bietet die folgenden Moglichkeiten zur Uberpriifung von Berechtigungen:

Sicherheitsstufe “Freigabe” (security = share)
Einer Freigabe wird ein Passwort fest zugeordnet. Jeder Benutzer, der dieses
Passwort kennt, hat Zugriff auf die Freigabe.

Sicherheitsstufe “Benutzer” (security = user)
Diese Variante fiihrt das Konzept des Benutzers in SMB ein. Jeder Benutzer muss
sich beim Server mit seinem Passwort anmelden. Nach der Authentifizierung kann
der Server dann abhéngig vom Benutzernamen Zugriff auf die einzelnen exportierten
Freigaben gewihren.

Sicherheitsstufe “Server” (security = server)
Seinen Clients gibt Samba vor, im User Level Mode zu arbeiten. Allerdings tibergibt
es alle Passwortanfragen an einen anderen User Level Mode Server, der die
Authentifizierung iibernimmt. Fiir diese Einstellung ist zusétzlich der Parameter
Passwortserver erforderlich.

Sicherheitsstufe “ADS” (security = ADS)
In diesem Modus fungiert Samba als Dom@dnenmitglied in einer Active Directory-
Umgebung. Fiir den Betrieb in diesem Modus muss auf dem Computer, auf dem
Samba ausgefiihrt wird, Kerberos installiert und konfiguriert sein. Der Computer,
auf dem Samba verwendet wird, muss in den ADS-Bereich integriert sein. Dies
kann mithilfe des YaST-Moduls Windows-Domdnenmitgliedschaft erreicht werden.

Sicherheitsstufe “Domine” (security = domain)
Dieser Modus funktioniert nur korrekt, wenn der Computer in eine Windows NT-
Domaéne integriert wurde. Samba versucht, den Benutzernamen und das Passwort
zu validieren, indem es diese an einen Window NT-Primér-Controller oder Backup
Domain Controller weiterleitet. Ein Windows NT-Server wire ausreichend. Er
erwartet, dass der Parameter fiir das verschliisselte Passwort auf ja festgelegt
wurde.
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Die Sicherheit auf Freigabe-, Benutzer-, Server- und Dominenebene (Share, User,
Server und Domain Level Security) gilt fiir den gesamten Server. Es ist nicht méglich,
einzelne Freigaben einer Serverkonfiguration mit Share Level Security und andere mit
User Level Security zu exportieren. Sie konnen jedoch auf einem System fiir jede
konfigurierte IP-Adresse einen eigenen Samba-Server ausfiihren.

Weitere Informationen zu diesem Thema finden Sie im Samba 3-HOWTO. Wenn sich
mehrere Server auf einem System befinden, beachten Sie die Optionen interfaces
und bind interfaces only.

27.5 Konfigurieren der Clients

Clients kdonnen auf den Samba-Server nur iiber TCP/IP zugreifen. NetBEUI oder Net-
BIOS iiber IPX kénnen mit Samba nicht verwendet werden.

27.5.1 Konfigurieren eines Samba-Clients
mit YaST

Konfigurieren Sie einen Samba-Client, um auf Ressourcen (Dateien oder Drucker) auf
dem Samba-Server zuzugreifen. Geben Sie im Dialogfeld Netzwerkdienste > Windows-
Domdénenmitgliedschaft die Doméne oder Arbeitsgruppe an. Wenn Sie Zusdtzlich SMB-
Informationen fiir Linux-Authentifikation verwenden aktivieren, erfolgt die Benutzerau-
thentifizierung iiber den Samba-Server. Wenn Sie alle Einstellungen vorgenommen
haben, klicken Sie auf Verlassen, um die Konfiguration abzuschlief3en.

27.6 Samba als Anmeldeserver

In Netzwerken, in denen sich tiberwiegend Windows-Clients befinden, ist es oft wiin-
schenswert, dass sich Benutzer nur mit einem giiltigen Konto und zugehorigem Passwort
anmelden diirfen. In einem Windows-basierten Netzwerk wird diese Aufgabe von einem
Primary Domain Controller (PDC) iibernommen. Sie konnen einen Windows NT-Server
verwenden, der als PDC konfiguriert ist; diese Aufgabe kann aber auch mithilfe eines
Samba-Servers ausgefiihrt werden. Es miissen Eintrdge im Abschnitt [global] von
smb . conf vorgenommen werden. Diese werden in Beispiel 27.3, ,,Abschnitt "global"
in smb.conf™ (S. 489) beschrieben.
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Beispiel 27.3 Abschnitt "global" in smb.conf

[global]
workgroup = TUX-NET
domain logons = Yes
domain master = Yes

Wenn verschliisselte Passworter zur Verifizierung verwendet werden, muss der Samba-
Server in der Lage sein, diese zu verwalten. Dies wird durch den Eintrag encrypt
passwords = yes im Abschnitt [global] aktiviert (ab Samba Version 3 ist dies
Standard). AuBBerdem miissen die Benutzerkonten bzw. die Passworter in eine Windows-
konforme Verschliisselungsform gebracht werden. Dies erfolgt mit dem Befehl
smbpasswd-a name. Danach dem Windows-Doménenkonzept auch die Computer
selbst ein Doménenkonto bendtigen, wird dieses mit den folgenden Kommandos
angelegt:

useradd hostname\$
smbpasswd —a -m hostname

Mit dem Befehl useradd wird ein Dollarzeichen hinzugefligt. Der Befehl smbpasswd
fiigt dieses bei der Verwendung des Parameters —m automatisch hinzu. In der kommen-
tierten Beispielkonfiguration (/usr /share/doc/packages/Samba/examples/
smb.conf.SuSE) sind Einstellungen enthalten, die diese Aufgabe automatisieren.

add machine script = /usr/sbin/useradd —-g nogroup —-c "NT Machine Account" \
-s /bin/false %m\$

Um sicherzustellen, dass Samba dieses Skript korrekt ausfiihren kann, wihlen Sie einen
Samba-Benutzer mit den erforderlichen Administratorberechtigungen und fligen Sie
ihn zur Gruppe nt admin hinzu. Anschlieend kénnen Sie allen Mitgliedern der Linux-
Gruppe den Status Domain Admin zuweisen, indem Sie folgendes Kommando ein-
geben:

net groupmap add ntgroup="Domain Admins" unixgroup=ntadmin

Weitere Informationen zu diesem Thema finden Sie in Kapitel 12 in Samba 3 HOWTO
(/usr/share/doc/packages/samba/Samba3-HOWTO. pdf).
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27.7 Weiterfiihrende Informationen

Ausfiihrliche Informationen zu Samba finden Sie in der digitalen Dokumentation. Wenn
Samba installiert ist, konnen Sie in der Kommandozeile apropos samba eingeben,
um einige man-Seiten aufzurufen. Alternativ dazu finden Sie im Verzeichnis /usr/
share/doc/packages/samba weitere Online-Dokumentationen und Beispiele.
Eine kommentierte Beispielkonfiguration (smb . conf . SuSE) finden Sie im Unterver-
zeichnis examples.

Das Samba-Team liefert in Samba 3 HOWTO einen Abschnitt zur Fehlerbehebung. In
Teil V ist auBerdem eine ausfiihrliche Anleitung zum Uberpriifen der Konfiguration
enthalten. Nach der Installation des Pakets samba—-doc finden Sie das Samba 3
HOWTO-Dokument im Verzeichnis
/usr/share/doc/packages/samba/Samba3-HOWTO. pdf.

Lesen Sie auch die Samba-Seite im openSUSE-wiki unter http://en.openSUSE
.org/Samba.
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Der HTTP-Server Apache

Mit einem Marktanteil von mehr als 50 % ist der Apache HTTP-Server (Apache) laut
einer http://www.netcraft.com/-Umfrage im der weltweit am hdufigsten
eingesetzte Webserver. Der von Apache Software Foundation (http://www.apache
.org/) entwickelte Apache-Server lduft auf fast allen Betriebssystemen. openSUSE®
umfasst Apache, Version 2.2. In diesem Kapitel erfahren Sie, wie Apache installiert,
konfiguriert und eingerichtet wird. Sie lernen SSL, CGI und weitere Module kennen
und erfahren, wie Sie bei Problemen mit dem Webserver vorgehen.

28.1 Kurzanleitung

In diesem Abschnitt erfahren Sie, wie Sie Apache in kiirzester Zeit installieren und
einrichten. Zur Installation und Konfiguration von Apache miissen Sie als

root-Benutzer angemeldet sein.

28.1.1 Anforderungen

Vergewissern Sie sich, dass folgende Voraussetzungen erfiillt sind, bevor Sie den
Apache-Webserver einrichten:

1. Das Netzwerk des Computers ist ordnungsgemaf konfiguriert. Weitere Informationen
zu diesem Thema finden Sie unter Kapitel 21, Grundlegendes zu Netzwerken (S. 345).

2. Durch Synchronisierung mit einem Zeitserver ist sichergestellt, dass die Systemzeit
des Computers genau ist. Die exakte Uhrzeit ist fiir Teile des HTTP-Protokolls nétig.
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Weitere Informationen zu diesem Thema finden Sie unter Kapitel 25, Zeitsynchroni-
sierung mit NTP (S. 451).

3. Die neuesten Sicherheitsaktualisierungen sind installiert. Falls Sie sich nicht sicher
sind, fiihren Sie ein YaST-Online-Update aus.

4. In der Firewall ist der Standardport des Webservers (Port 80) gedffnet. Lassen Sie
dazu in SUSEFirewall2 den Service HTTP-Server in der externen Zone zu. Diese
Konfiguration kdnnen Sie in YaST vornehmen. Weitere Informationen erhalten Sie
unter Section “Configuring the Firewall with YaST” (Chapter 14, Masquerading
and Firewalls, tSecurity Guide).

28.1.2 Installation

Apache ist in der Standardinstallation von openSUSE nicht enthalten. Zum Installieren
von Apache mit einer vordefinierten Standardkonfiguration gehen Sie wie folgt vor:

Prozedur 28.1 Installation von Apache mit der Standardkonfiguration
1 Starten Sie YaST und wihlen Sie Software > Software installieren oder l6schen.
2 Wihlen Sie Filter > Schemata und Web- und LAMP-Server unter Serverfunktionen.

3 Bestitigen Sie die Installation der abhdngigen Pakete, um den Installationsvorgang
abzuschlieflen.

Hierzu z&hlt sowohl das Multiprocessing-Modul (MPM) apache2-prefork als

auch das Modul PHP5. Weitere Informationen zu Modulen erhalten Sie unter
Abschnitt 28 .4, , Installieren, Aktivieren und Konfigurieren von Modulen (S. 514).

28.1.3 Start

Sie kdnnen Apache so konfigurieren, dass das Programm beim Booten des Computers
automatisch gestartet wird, oder Sie konnen es manuell starten.
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Prozedur 28.2 Automatisches Starten von Apache

1 Um sicherzustellen, dass Apache beim Booten des Computers in den Runlevels 3
und 5 automatisch gestartet wird, fithren Sie das folgende Kommando aus:

chkconfig —-a apache2

2 Sie konnen auch YaST starten und System > Systemdienste (Runlevel) auswahlen.

3 Suchen Sie dann nach apache2 und aktivieren Sie den Service.
Der Webserver wird sofort gestartet.
4 Speichern Sie die Anderungen mit Beenden.

Das System ist so konfiguriert, dass Apache beim Booten des Computers automatisch
in den Runlevels 3 und 5 gestartet wird.

Weitere Informationen zu den Runlevels in openSUSE und eine Beschreibung des
YaST-Runlevel-Editors finden Sie in Abschnitt 16.2.3, ,,Konfigurieren von System-
diensten (Runlevel) mit YaST* (S. 265).

Uber die Shell starten Sie Apache manuell mit dem Kommando rcapache2 start.
Prozedur 28.3 Uberpriifen, ob Apache ausgefiihrt wird

Werden beim Starten von Apache keine Fehlermeldungen angezeigt, bedeutet dies im
Normalfall, dass der Webserver ausgefiihrt wird. So {iberpriifen Sie, ob Apache ausge-
fithrt wird:

1 Starten Sie einen Webbrowser und 6ffnen Sie http://localhost/.

Wenn Apache ausgefiihrt wird, wird eine Testseite mit der Meldung "It works!"
angezeigt.

2 Wenn diese Seite nicht angezeigt wird, lesen Sie den Abschnitt Abschnitt 28.8,
,Fehlersuche® (S. 536).

Nachdem der Webserver nun lduft, kdnnen Sie eigene Dokumente hinzufiigen, die

Konfiguration an Ihre Anforderungen anpassen und weitere Module mit den benétigten
Funktionen installieren.

Der HTTP-Server Apache

493


http://localhost/

494

28.2 Konfigurieren von Apache

openSUSE bietet zwei Konfigurationsoptionen:
+ Manuelle Konfiguration von Apache (S. 498)
+ Konfigurieren von Apache mit YaST (S. 503)

Bei der manuellen Konfiguration kénnen Sie mehr Details einstellen, allerdings miissen
Sie ohne den Komfort der Bedienoberfliche von YaST zurechtkommen.

WICHTIG: Neuladen oder -starten von Apache nach
Konfigurationsinderungen

Damit Konfigurationsanderungen wirksam werden, ist in den meisten Fallen
ein erneutes Laden (in einigen Fallen auch ein Neustart) von Apache erforder-
lich. Laden Sie Apache mit rcapache2 reload neu oder verwenden Sie eine
der in Abschnitt 28.3, ,,Starten und Beenden von Apache® (S. 511) beschriebenen
Neustartoptionen.

Wenn Sie Apache mit YaST konfigurieren, kann dieser Schritt automatisch
ausgefiihrt werden. Stellen Sie dazu HTTP-Service auf Aktiviert ein, wie in ,HTTP-
Server-Konfiguration“ (S. 508) beschrieben.

28.2.1 Apache-Konfigurationsdateien

Dieser Abschnitt enthilt eine Ubersicht iiber die Apache-Konfigurationsdateien. Wenn
Sie die Konfiguration mit YaST vornehmen, miissen Sie diese Dateien nicht bearbeiten.
Die Informationen kdnnen jedoch niitzlich sein, wenn Sie spdter auf die manuelle
Konfiguration umstellen mochten.

Die Konfigurationsdateien von Apache befinden sich in zwei verschiedenen Verzeich-
nissen:

* /etc/sysconfig/apache?2 (S. 495)

* /etc/apache2/ (S. 495)
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/etc/sysconfig/apache2

/etc/sysconfig/apache? steuert einige globale Einstellungen von Apache,
beispielsweise die zu ladenden Module, die einzuschliefenden Konfigurationsdateien,
die beim Serverstart zu verwendenden Flags sowie Flags, die der Kommandozeile
hinzugefiigt werden sollen. Die Konfigurationsoptionen dieser Datei sind hinreichend
dokumentiert und werden daher an dieser Stelle nicht nidher erldutert. Fiir die Konfigu-
rationsanforderungen eines typischen Webservers diirften die Einstellungen der Datei

/etc/sysconfig/apache?2 ausreichen.

/etc/apache2/

/etc/apache?2/ enthdlt alle Konfigurationsdateien fiir Apache. In diesem Abschnitt
wird der Zweck jeder einzelnen Datei erklart. Jede Datei enthilt mehrere Konfigurati-
onsoptionen (auch als Direktiven bezeichnet). Die Konfigurationsoptionen dieser

Dateien sind hinreichend dokumentiert und werden daher an dieser Stelle nicht néher

erldutert.

Die Apache-Konfigurationsdateien gliedern sich wie folgt:

/etc/apache2/

charset.conv
conf.d/
|

|- *.conf

default-server.conf
errors.conf

httpd.conf
listen.conf
magic

mime.types
mod_*.conf
server-tuning.conf
ssl.*
ssl-global.conf
sysconfig.d

|

|- global.conf

|- include.conf

| - loadmodule.conf .

uid.conf
vhosts.d
|- *.conf
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Apache-Konfigurationsdateien in /etc/apache2/

charset.conv
In dieser Datei ist festgelegt, welche Zeichensitze fiir die verschiedenen Sprachen
verwendet werden. Bearbeiten Sie diese Datei nicht.

conf.d/*.conf
Dies sind Konfigurationsdateien anderer Module. Bei Bedarf kénnen die Konfigu-
rationsdateien in Ihre virtuellen Hostkonfigurationen eingeschlossen werden. Bei-
spiele finden Sie in vhosts.d/vhost.template. Sie konnen damit unter-
schiedliche Modulsétze fiir verschiedene virtuelle Hosts bereitstellen.

default-server.conft
Diese Datei enthilt eine globale Konfiguration fiir virtuelle Hosts mit verniinftigen
Standardeinstellungen. Statt die Werte in dieser Datei zu d@ndern, sollten Sie sie in
der virtuellen Hostkonfiguration tiberschreiben.

errors.conf
Diese Datei legt fest, wie Apache auf Fehler reagiert. Wenn Sie die Meldungen fiir
alle virtuellen Hosts dndern mochten, konnen Sie diese Datei bearbeiten. Anderen-
falls sollten Sie die entsprechenden Direktiven in den virtuellen Hostkonfigurationen
iberschreiben.

httpd.conf
Dies ist die Hauptkonfigurationsdatei des Apache-Servers. Diese Datei sollten Sie
nicht bearbeiten. Sie enthdlt in erster Linie Include-Anweisungen und globale
Einstellungen. Globale Einstellungen konnen Sie in den entsprechenden in diesem
Abschnitt aufgelisteten Konfigurationsdateien dndern. Host-spezifische Einstellun-
gen wie DocumentRoot (absoluter Pfad) dndern Sie in der virtuellen Hostkonfigu-
ration.

listen.conf
Diese Datei bindet Apache an bestimmte IP-Adressen und Ports. AuBerdem konfi-
guriert diese Datei das namensbasierte virtuelle Hosting. Weitere Informationen
finden Sie unter ,,Namensbasierte virtuelle Hosts® (S. 499).

magic
Diese Datei enthdlt Daten fiir das Modul mime magic, mit dessen Hilfe Apache
den MIME-Typ unbekannter Dateien ermittelt. Bearbeiten Sie diese Datei nicht.
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mime.types
Diese Datei enthilt die dem System bekannten MIME-Typen (genau genommen
ist diese Datei eine Verkniipfung mit /et c/mime . t ypes). Bearbeiten Sie diese
Datei nicht. MIME-Typen, die hier nicht aufgelistet sind, sollten Sie der Datei mod
_mime-defaults.conf hinzufiigen.

mod_*.conf
Dies sind die Konfigurationsdateien der in der Standardinstallation enthaltenen
Module. Weitere Informationen hierzu erhalten Sie unter Abschnitt 28.4, ,,Installie-
ren, Aktivieren und Konfigurieren von Modulen® (S. 514). Die Konfigurationsda-
teien optionaler Module befinden sich im Verzeichnis conf . d.

server—-tuning.conf
Diese Datei enthélt Konfigurationsdirektiven fiir verschiedene MPMs (siehe
Abschnitt 28.4.4, , Multiprocessing-Module“ (S. 519)) und allgemeine Konfigurati-
onsoptionen, die sich auf die Leistung von Apache auswirken. Sie kénnen diese
Datei bearbeiten, sollten den Webserver anschlieSend aber griindlich testen.

ssl-global.confund ssl.*
Diese Dateien enthalten die globale SSL-Konfiguration und die SSL-Zertifikatdaten.
Weitere Informationen hierzu erhalten Sie unter Abschnitt 28.6, , Einrichten eines
sicheren Webservers mit SSL* (S. 526).

sysconfig.d/*.conf
Diese Konfigurationsdateien werden automatisch aus /etc/sysconfig/
apache? generiert. Andern Sie diese Dateien nicht. Bearbeiten Sie stattdessen
die Dateien unter /etc/sysconfig/apache?2. Speichern Sie in diesem Ver-
zeichnis keine anderen Konfigurationsdateien.

uid.conf
Diese Datei gibt die Benutzer- und Gruppen-ID an, unter der Apache liuft. Bear-
beiten Sie diese Datei nicht.

vhosts.d/*.conf
In diesem Verzeichnis wird die virtuelle Host-Konfiguration gespeichert. Das
Verzeichnis enthilt Vorlagendateien fiir virtuelle Hosts mit und ohne SSL. Jede
Datei in diesem Verzeichnis mit der Erweiterung . conf ist automatisch Bestandteil
der Apache-Konfiguration. Weitere Informationen finden Sie unter ,,Virtuelle
Hostkonfiguration® (S. 498).
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28.2.2 Manuelle Konfiguration von Apache

Wenn Sie den Apache-Webserver manuell konfigurieren mdchten, miissen Sie die
Klartext-Konfigurationsdateien als r oot-Benutzer bearbeiten.

Virtuelle Hostkonfiguration

Virtueller Host bezieht sich auf die Fahigkeit von Apache, mehrere URIs (Universal
Resource Identifiers) vom gleichen physischen Computer aus bedienen zu kénnen. Dies
bedeutet, dass mehrere Domédnen wie www.example.com und www.example.net von
einem einzigen Webserver auf einem physischen Rechner ausgefiihrt werden kénnen.

Virtuelle Hosts werden hiufig eingesetzt, um Verwaltungsaufwand (nur ein Webserver
muss verwaltet werden) und Hardware-Kosten (fiir die einzelnen Doménen ist kein
dedizierter Server erforderlich) zu sparen. Virtuelle Hosts konnen auf Namen, IP-
Adressen oder Ports basieren.

Verwenden Sie zum Aulflisten aller vorhandenen virtuellen Hosts das Kommando
httpd2 -S. Dadurch wird eine Liste mit dem Standardserver und allen virtuellen
Hosts zusammen mit deren IP-Adressen und tiberwachenden Ports ausgegeben.
Zusitzlich enthélt die Liste einen Eintrag fiir jeden virtuellen Host mit dessen Speicherort
in den Konfigurationsdateien.

Virtuelle Hosts konnen mit YaST (siehe ,, Virtuelle Hosts® (S. 507)) oder manuell durch
Bearbeitung einer Konfigurationsdatei konfiguriert werden. In openSUSE ist Apache
unter /etc/apache2/vhosts.d/ standardmaBig fiir eine Konfigurationsdatei pro
virtuellem Host vorbereitet. Alle Dateien in diesem Verzeichnis mit der Erweiterung

. conf sind automatisch Bestandteil der Konfiguration. AuSerdem enthilt dieses
Verzeichnis eine grundlegende Vorlage fiir virtuelle Hosts (vhost . template bzw.
vhost-ssl.template fiir einen virtuellen Host mit SSL-Unterstiitzung).

TIPP: Erstellen Sie immer eine virtuelle Hostkonfiguration.

Es empfiehlt sich, immer eine virtuelle Hostkonfiguration zu erstellen, selbst
dann, wenn der Webserver nur eine Domane enthalt. Dadurch fassen Sie nicht
nur die gesamte domanenspezifische Konfiguration in einer einzigen Datei
zusammen, sondern Sie kénnen auch jederzeit auf eine funktionierende Basis-
konfiguration zurlickgreifen, indem Sie einfach die Konfigurationsdatei des
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virtuellen Hosts verschieben, l6schen oder umbenennen. Aus dem gleichen
Grund sollten Sie auch fiir jeden virtuellen Host eine eigene Konfigurationsdatei
erstellen.

Bei der Verwendung von namenbasierten virtuellen Hosts empfiehlt es sich,
eine Standardkonfiguration einzurichten, die verwendet wird, wenn ein
Domadnenname nicht mit einer virtuellen Hostkonfiguration Gbereinstimmt.
Der virtuelle Standardhost ist der Host, dessen Konfiguration zuerst geladen
wird. Da die Reihenfolge der Konfigurationsdateien durch den Dateinamen
bestimmt wird, starten Sie den Dateinamen der Konfiguration des virtuellen
Standardhosts mit einem Unterstrich _, um sicherzustellen, dass sie zuerst
geladen wird (z. B. _default_vhost.conf).

Der <VirtualHost></VirtualHost>-Block enthilt die Informationen zu einer
bestimmten Doméne. Wenn Apache eine Client-Anforderung fiir einen definierten
virtuellen Host empfiangt, verwendet es die in diesem Block angegebenen Direktiven.
Nahezu alle Direktiven kdnnen auch im Kontext eines virtuellen Hosts verwendet
werden. Weitere Informationen zu den Konfigurationsdirektiven von Apache finden
Sieunterhttp://httpd.apache.org/docs/2.2/mod/quickreference
.html.

Namensbasierte virtuelle Hosts

Namensbasierte virtuelle Hosts konnen an jeder IP-Adresse mehrere Websites bedienen.
Apache verwendet das Hostfeld in dem vom Client iibersandten HTTP-Header, um die
Anforderung mit einem iibereinstimmenden ServerName-Eintrag der virtuellen
Hostdeklarationen zu verbinden. Wird kein {ibereinstimmender Ser verName gefunden,
dann wird der erste angegebene virtuelle Host als Standard verwendet.

Die Direktive NameVirtualHost teilt Apache mit, welche IP-Adresse (und optional
welcher Port) auf Client-Anforderungen mit dem Dominennamen im HTTP-Header
iiberwacht werden soll. Diese Option wird in der Konfigurationsdatei /et c/apache2/
listen.conf konfiguriert.

Als erstes Argument kann der vollstdndig qualifizierte Doméanenname eingegeben
werden — empfohlen wird aber die IP-Adresse. Das zweite, optionale Argument ist der
Port. Dieser ist standardmafig Port 8 0 und wird mit der L i st en-Direktive konfiguriert.
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Sowohl fiir die IP-Adresse als auch fiir die Portnummer kann ein Platzhalterzeichen

(*) eingegeben werden. In diesem Fall werden die Anforderungen an allen Schnittstellen
empfangen. IPv6-Adressen miissen in eckigen Klammern eingeschlossen sein.

Beispiel 28.1 Beispiele fiir namensbasierte VirtualHost-Eintrige

# NameVirtualHost IP-address/[:Port]
NameVirtualHost 192.168.3.100:80
NameVirtualHost 192.168.3.100
NameVirtualHost *:80

NameVirtualHost *

NameVirtualHost [2002:c0a8:364::]:80

In einer namensbasierten virtuellen Hostkonfiguration {ibernimmt das
VirtualHost-Anfangstag die zuvor unter NameVirtualHost deklarierte IP-
Adresse (bzw. den vollstindig qualifizierten Domanennamen) als Argument. Eine mit

der NameVirtualHost-Direktive deklarierte Portnummer ist optional.

Anstelle der IP-Adresse wird auch ein Platzhalterzeichen (*) akzeptiert. Diese Syntax
ist allerdings nur in Verbindung mit einem Platzhalter in NameVirtualHost *
zuldssig. IPv6-Adressen miissen in eckige Klammern eingeschlossen werden.

Beispiel 28.2 Namensbasierte VirtualHost-Direktiven

<VirtualHost 192.168.3.100:80>
</§i£tualHost>

<VirtualHost 192.168.3.100>
</§i;tualHost>

<VirtualHost *:80>
</§i£tualHost>

<VirtualHost *>

</§i;tualHost>

<VirtualHost [2002:c0a8:364::]>

</VirtualHost>
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IP-basierte virtuelle Hosts

Bei dieser alternativen virtuellen Hostkonfiguration werden auf einem Computer meh-
rere IPs eingerichtet. Auf einer Apache-Instanz befinden sich mehrere Domédnen, denen
jeweils eine eigene IP zugewiesen ist.

Auf dem physischen Server muss fiir jeden IP-basierten virtuellen Host eine eigene IP-
Adresse eingerichtet sein. Falls der Computer nicht iiber die entsprechende Anzahl an
Netzwerkkarten verfiigt, konnen auch virtuelle Netzwerkschnittstellen verwendet werden
(IP-Aliasing).

Das folgende Beispiel zeigt Apache auf einem Computer mitder [P 192.168.3.100,
auf dem sich zwei Domanen mit den zusitzlichen IPs 192.168.3.101 und
192.168.3.102 befinden. Fiir jeden virtuellen Server wird ein eigener
VirtualHost-Block bendtigt.

Beispiel 28.3 [P-basierte VirtualHost-Direktiven

<VirtualHost 192.168.3.101>

</\'/i1;tualHost>

<VirtualHost 192.168.3.102>

</\'7i£tualHost>

In diesem Beispiel sind die Vi rtualHost-Direktiven nur fiir Schnittstellen angegeben,
die nicht 192.168.3.100 sind. Wenn fiir 192.168.3.100 auch eine
Listen-Direktive konfiguriert ist, muss ein eigener IP-basierter Host eingerichtet
werden, um die HTTP-Anforderungen an diese Schnittstelle zu erfiillen. Andernfalls

werden die Direktiven aus der Standardserverkonfiguration (/etc/apache2/
default-server.conf) angewendet.

Basiskonfiguration eines virtuellen Hosts

Die Konfiguration eines virtuellen Hosts sollte mindestens die folgenden Direktiven
enthalten. Weitere Optionen finden Sie in /etc/apache2/vhosts.d/vhost
.template.
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ServerName
Der vollstindig qualifizierte Domédnenname, unter dem der Host angesprochen
wird.

DocumentRoot
Der absolute Pfad des Verzeichnisses, aus dem Apache die Dateien fiir diesen Host
bedient. Aus Sicherheitsgriinden ist standardmifig auf das gesamte Dateisystem
kein Zugriff moglich. Sie miissen dieses Verzeichnis daher explizit innerhalb eines
Directory-Containers entsperren.

ServerAdmin
Hier geben Sie die E-Mail-Adresse des Serveradministrators ein. Diese Adresse
ist beispielsweise auf den von Apache erstellten Fehlerseiten angegeben.

ErrorLog
Das Fehlerprotokoll dieses virtuellen Hosts. Ein eigenes Fehlerprotokoll fiir jeden
virtuellen Host ist zwar nicht zwingend erforderlich, jedoch durchaus iiblich, da
dies die Fehlersuche erleichtert. /var/log/apache?2/ ist das Standardverzeich-
nis fiir die Protokolldateien von Apache.

CustomLog
Das Zugriftsprotokoll dieses virtuellen Hosts. Ein eigenes Zugriffsprotokoll fiir
jeden virtuellen Host ist zwar nicht zwingend erforderlich, jedoch durchaus tiblich,
da dies die separate Analyse der Zugriffsdaten fiir jeden einzelnen Host erméglicht.
/var/log/apache?2/ ist das Standardverzeichnis fiir die Protokolldateien von
Apache.

Wie bereits erwidhnt, ist standardmifig auf das gesamte Dateisystem kein Zugriff
moglich. Die Verzeichnisse, in die Sie die Dateien gestellt haben, mit denen Apache
arbeiten soll — zum Beispiel das Verzeichnis DocumentRoot —, miissen daher explizit
entsperrt werden:
<Directory "/srv/www/www.example.com/htdocs">

Order allow,deny

Allow from all
</Directory>

Die vollstindige Basiskonfiguration eines virtuellen Hosts sieht wie folgt aus:
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Beispiel 28.4 Basiskonfiguration eines virtuellen Hosts

<VirtualHost 192.168.3.100>
ServerName www.example.com
DocumentRoot /srv/www/www.example.com/htdocs
ServerAdmin webmaster@example.com
ErrorLog /var/log/apache2/www.example.com_log
CustomLog /var/log/apache2/www.example.com-access_log common
<Directory "/srv/www/www.example.com/htdocs">
Order allow,deny
Allow from all
</Directory>
</VirtualHost>

28.2.3 Konfigurieren von Apache mit YaST

Um Thren Webserver mit YaST zu konfigurieren, starten Sie YaST und wihlen Sie
Netzwerkdienste > HTTP-Server. Wenn Sie dieses Modul zum ersten Mal starten, wird
der HTTP-Server-Assistent getffnet und sie werden aufgefordert, einige grundlegende
Entscheidungen zur Verwaltung des Servers zu treffen. Nach Fertigstellung des Assis-
tenten wird das Dialogfeld HTTP-Server-Konfiguration gedftnet, sobald Sie das HTTP-
Server-Modul aufrufen. Weitere Informationen finden Sie unter ,, HTTP-Server-Konfi-
guration“ (S. 508).

HTTP-Server-Assistent

Der HTTP-Server-Assistent besteht aus fiinf Schritten. Im letzten Schritt des Assistenten
haben Sie die Mdéglichkeit, den Expertenkonfigurationsmodus aufzurufen, in dem Sie
weitere spezielle Einstellungen vornehmen kénnen.

Netzwerkgerateauswahl

Geben Sie hier die Netzwerkschnittstellen und -ports an, die von Apache auf eingehende
Anfragen iberwacht werden. Sie konnen eine beliebige Kombination aus bestehenden
Netzwerkschnittstellen und zugehérigen IP-Adressen auswéhlen. Sie konnen Ports aus
allen drei Bereichen (Well-Known-Ports, registrierte Ports und dynamische oder private
Ports) verwenden, sofern diese nicht fiir andere Dienste reserviert sind. Die Standarde-
instellung ist die Uberwachung aller Netzwerkschnittstellen (IP-Adressen) an Port 80.

Aktivieren Sie Firewall-Port éffnen, um die vom Webserver tiberwachten Ports in der
Firewall zu 6ffnen. Dies ist erforderlich, um den Webserver im Netzwerk (LAN, WAN
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oder Internet) verfiigbar zu machen. Das Schlieflen des Ports ist nur in Testsituationen
sinnvoll, in denen kein externer Zugriff auf den Webserver erforderlich ist. Wenn Sie
iber mehrere Netzwerkschnittstellen verfiligen, klicken Sie auf Firewall-Details..., um
festzulegen, an welchen Schnittstellen die Ports gedffnet werden sollen.

Klicken Sie auf Weiter, um mit der Konfiguration fortzufahren.

Module

Mit der Konfigurationsoption Module aktivieren bzw. deaktivieren Sie die vom
Webserver unterstiitzten Skriptsprachen. Informationen zur Aktivierung bzw. Deakti-
vierung anderer Module erhalten Sie unter ,,Servermodule® (S. 510). Klicken Sie auf
Weiter, um das ndchste Dialogfeld zu 6ffnen.

Standardhost

Diese Option betrifft den Standard-Webserver. Wie in ,,Virtuelle Hostkonfiguration
(S. 498) beschrieben, kann Apache von einem einzigen Computer mehrere virtuelle
Hosts bedienen. Der erste in der Konfigurationsdatei deklarierte virtuelle Host wird im
Allgemeinen als Standardhost bezeichnet. Alle nachfolgenden virtuellen Hosts tiber-
nehmen die Konfiguration des Standardhosts.

Wenn Sie die Hosteinstellungen (auch als Direktiven bezeichnet) bearbeiten mochten,
wéhlen Sie den entsprechenden Eintrag in der Tabelle aus und klicken Sie auf Bearbei-
ten. Zum Hinzufiigen neuer Direktiven klicken Sie auf Hinzufiigen. Zum Loschen einer
Direktive widhlen Sie die Direktive aus und klicken Sie auf Ldschen.
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Abbildung 28.1 HTTP-Server-Assistent: Standardhost

HTTP-Server-Wizard (3/5)--Standard-Host

Option Wert

Docurment Root (absoluter Pfad) */srvfwwwihtdocs"

Directory "srvfwwwihtdocs", ..

Alias jicons/ "fusr/sharefapachezficons/”

Directory "fusrfsharefapache2ficons"...

ScriptAlias Jegi-bin/ "fsrvpwwwicgi-bin/"

Directory "fsrvj\nmmffcg\-bm”..‘

mod_userdir.c

Include Jetcfapachezfconf.df* conf

Include Jetcfapache2fconf.dfapache2-manual?conf
linus-afux

Servername

E-Mail des Serveradministrators root@linux-afvx

Hinzufligen = Bearbeiten  Loschen

Hilfe Zuriick Abbrechen ‘ Weiter ‘

Fiir den Server gelten folgende Standardeinstellungen:

Document-Root
Der absolute Pfad des Verzeichnisses, aus dem Apache die Dateien fiir diesen Host

bedient. Dies ist standardmdaBig/srv/www/htdocs.

Alias
Mithilfe von A11 as-Direktiven kénnen URL-Adressen physischen Speicherorten
im Dateisystem zugeordnet werden. Dies bedeutet, dass {iber eine URL sogar auf
Pfade im Dateisystem auflerhalb des Document Root zugegriffen werden kann,
sofern die URL via Aliasing auf diesen Pfad verweist.

Der vorgegebene openSUSE A1 1ias fiir die in der Verzeichnisindex-Ansicht
angezeigten Apache-Symbole, /icons, verweistauf /usr/share/apache2/
icons.
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ScriptAlias

Ahnlich wie die A1 i as-Direktive ordnet die ScriptAlias-Direktive eine URL
einem Speicherort im Dateisystem zu. Der Unterschied besteht darin, dass
ScriptAlias als Zielverzeichnis einen CGI-Speicherort fiir die Ausfiihrung
von CGI-Skripten festlegt.

Verzeichnis

Unter den Verzeichnis-Einstellungen kénnen Sie eine Gruppe von Konfigura-
tionsoptionen zusammenfassen, die nur fiir das angegebene Verzeichnis gelten.

Hier werden auch die Zugriffs- und Anzeigeoptionen fiir die Verzeichnisse /srv/
www/htdocs, /usr/share/apache2/iconsund /srv/www/cgi-bin
konfiguriert. Eine Anderung dieser Standardeinstellungen sollte nicht erforderlich
sein.

Einbeziehen

Hier konnen weitere Konfigurationsdateien hinzugefiigt werden. Zwei
Include-Direktiven sind bereits vorkonfiguriert: /etc/apache2/conf.d/
ist das Verzeichnis fiir die Konfigurationsdateien externer Module. Durch diese
Direktive werden alle Dateien in diesem Verzeichnis mit der Erweiterung . conf
eingeschlossen. Durch die zweite Direktive, /et c/apache2/conf .d/apache?2
—-manual . conf, wird die Konfigurationsdatei apache2-manual eingeschlos-
sen.

Servername

Hier wird die Standard-URL festgelegt, iiber die Clients den Webserver kontaktieren.
Verwenden Sie einen qualifizierten Domédnennamen (FQDN), um den Webserver
unter http://FODN/ zu erreichen. Alternativ konnen Sie auch die IP-Adresse
verwenden. Sie konnen hier keinen willkiirlichen Namen eingeben. Der Server
muss unter diesem Namen "bekannt" sein.

E-Mail des Serveradministrators

Hier geben Sie die E-Mail-Adresse des Serveradministrators ein. Diese Adresse
ist beispielsweise auf den von Apache erstellten Fehlerseiten angegeben.

Klicken Sie am Ende der Seite Standardhost auf Weiter, um mit der Konfiguration
fortzufahren.
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Virtuelle Hosts

In diesem Schritt zeigt der Assistent eine Liste der bereits konfigurierten virtuellen
Hosts an (siehe ,, Virtuelle Hostkonfiguration® (S. 498)). Wenn Sie vor dem Starten des
YaST-HTTP-Assistenten keine manuellen Anderungen vorgenommen haben, ist kein
virtueller Host vorhanden.

Zum Hinzufiigen eines Hosts klicken Sie auf Hinzufiigen, um ein Dialogfeld zu 6ffnen,
in das Sie grundlegende Informationen iiber den Host eingeben, z. B. Servername,
Ubergeordnetes Verzeichnis der Server-Inhalte (DocumentRoot ) und Administrator-
E-Mail. Unter Server-Auflosung legen Sie fest, wie der Host identifiziert wird (nach
seinem Namen oder nach seiner IP-Adresse). Geben Sie den Namen oder die IP-
Adresse unter Change Virtual Host ID (Virtuelle Host-ID dndern) an.

Klicken Sie auf Weiter, um mit dem zweiten Teil der virtuellen Hostkonfiguration
fortzufahren.

Im zweiten Teil der virtuellen Hostkonfiguration konnen Sie festlegen, ob CGI-Skripts
zugelassen sind und welches Verzeichnis fiir diese Skripts verwendet wird. Dort konnen
Sie auch SSL aktivieren. Wenn Sie SSL aktivieren, miissen Sie auch den Zertifikatpfad
angeben. Informationen iiber SSL und Zertifikate finden Sie in Abschnitt 28.6.2,
,»Konfigurieren von Apache mit SSL“ (S. 532). Mit der Option Verzeichnisindex geben
Sie an, welche Datei angezeigt wird, wenn der Client ein Verzeichnis anfordert (stan-
dardméiBig ist dies die Datei index.html). Statt der Standardeinstellung konnen Sie aber
auch ein oder mehrere andere Dateinamen (jeweils getrennt durch ein Leerzeichen)
angeben. Mit Enable Public HTML (Offentliches HTML aktivieren) stellen Sie den
Inhalt der 6ffentlichen Benutzerverzeichnisse (~user/public_html/) auf dem
Server unter http://www.example.com/~user bereit.

WICHTIG: Erstellen virtueller Hosts

Virtuelle Hosts konnen Sie nicht vollig willkiirlich hinzufiigen. Wenn Sie
namensbasierte virtuelle Hosts hinzufligen méchten, missen die Hostnamen
im Netzwerk aufgeldst sein. Bei IP-basierten virtuellen Hosts darf jeder verflig-
baren IP-Adresse nur ein Host zugewiesen sein.
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Zusammenfassung

Dies ist der abschlieBende Schritt des Assistenten. Legen Sie hier fest, wie und wann
der Apache-Server gestartet werden soll: beim Boot-Vorgang oder manuell. Aulerdem
erhalten Sie in diesem Schritt eine kurze Zusammenfassung Threr bisherigen Konfigu-
ration. Wenn Sie mit den Einstellungen zufrieden sind, schlieen Sie die Konfiguration
mit Verlassen ab. Mochten Sie Einstellungen dndern, dann klicken Sie so oft auf Zuriick,
bis das entsprechende Dialogfeld angezeigt wird. Uber Expertenkonfiguration fiir HTTP-
Server konnen Sie hier auch das in ,,HTTP-Server-Konfiguration“ (S. 508) beschriebene
Dialogfeld 6ffnen.

Abbildung 28.2 HTTP-Server-Assistent: Zusammenfassung

HTTP-Server-Wizard (5/5)--Zusammenfassung

Dienst starten
Apache2-Server beim Systemstart starten

© Apachez-server manuell starten

Lauschen auf
all, port 80
Standardhost
n

SSL deaktiviert
Virtuelle Hosts

linux-afwx in "fsrvfwwwhtdocs®, SSL deaktiviert

Expertenkonfiguration fur HTTP-Server...

Hilfe Zuriick Abbrechen Beenden

HTTP-Server-Konfiguration

Im Dialogfeld HTTP-Server-Konfiguration konnen Sie weitaus mehr Einstellungen

vornehmen als im Assistenten (dieser wird ohnehin nur bei der Anfangskonfiguration
des Webservers ausgefiihrt). Das Dialogfeld enthdlt vier Registerkarten, die nachfolgend
beschrieben werden. Keine der in diesem Dialogfeld vorgenommenen Konfigurations-
dnderungen wird sofort wirksam. Die Anderungen werden erst wirksam, wenn Sie das
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Dialogfeld mit Verlassen schlielen. Klicken Sie hingegen auf Abbrechen, so verlassen
Sie das Konfigurationsmodul und IThre Konfigurationsinderungen werden verworfen.

Uberwachte Ports und Adressen

Geben Sie unter HTTP-Dienst an, ob Apache laufen soll (Aktiviert) oder beendet werden
soll (Deaktiviert). Mit den Schaltflichen Hinzufiigen, Bearbeiten und Ldschen geben
Sie unter Ports iiberwachen die Adressen und Ports an, die vom Server iiberwacht
werden sollen. Standardmifig werden alle Schnittstellen an Port 80 {iberwacht. Die
Option Firewall-Port dffnen sollte immer aktiviert sein, weil ansonsten der Webserver
von aullen nicht erreichbar ist. Das Schlieflen des Ports ist nur in Testsituationen sinnvoll,
in denen kein externer Zugriff auf den Webserver erforderlich ist. Wenn Sie iiber
mehrere Netzwerkschnittstellen verfligen, klicken Sie auf Firewall-Details..., um fest-
zulegen, an welchen Schnittstellen die Ports gedffnet werden sollen.

Uber die Schaltfliche Protokolldateien konnen Sie das Zugriffs- oder das Fehlerprotokoll
iiberwachen. Diese Funktion ist besonders beim Testen der Konfiguration hilfreich.
Die Protokolldatei wird in einem eigenen Fenster gedffnet, aus dem Sie den Webserver
auch neu starten oder neu laden kénnen. Weitere Informationen finden Sie in
Abschnitt 28.3, ,,Starten und Beenden von Apache® (S. 511). Diese Kommandos sind
sofort wirksam und ihre Protokollmeldungen werden auch sofort angezeigt.
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Abbildung 28.3 Konfiguration des HTTP-Servers
Adressen

Konfiguration des HTTP-Servers
Der HTTP-Server kann mit Aktiviert aktiviert werden. Weitere

Lauschen auf Ports und Adressen | Server-Moduls | Haupthost  Hosts
HTTP -Dienst
© deaktiviert

aktiviert

Lauschen auf Ports

Netzwerkadresse Part
Alle Adressen 80

Hinzufiigen | | Bearbeiten

Der Firewall-Port ist geschlossen

Erotokolldateien v

Hilfe Abbrechen

Servermodule

Uber Status wechseln kénnen Sie Apache2-Module a

: Uberwachen von Ports und

Beenden

ktivieren und deaktivieren. Uber

Modul hinzufiigen konnen Sie weitere Module hinzufiigen, die zwar bereits installiert,
aber noch nicht in dieser Liste aufgefiihrt sind. Weitere Informationen tiber Module
finden Sie in Abschnitt 28.4, , Installieren, Aktivieren und Konfigurieren von Modulen®

(S.514).
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Abbildung 28.4 Konfiguration des HTTP-Servers: Server-Module

Konfiguration des HTTP-Servers

@ Die Tabelle enthalt eine Liste aller verfigbarer Apache2-Module. Weitere

Lauschen auf Ports und Adressen | Server-Module | Haupthost Hosts

Mame Status Beschreibung
BXec deaktiviert

Erlaubt die Ausfihrung von CGIl-Skripten unter einer festgelegten Benutzer- oder Gruppe|

authz_host aktiviert Erméglicht Zugrifiskontrolle basierend auf Client-Hostname, Client-IP-Adresse usw.
actions aktiviert Ausflihrung von CGI-Skripten auf Basis des Medientyps oder der Anfragemethode

alias aktiviert WVerschiedene Teile des Host-Dateisystems werden im Dokumentenbaum und fiir die UR
auth_basic aktiviert Basis-Authentfizierung

authn_file aktiviert Benutzerauthentifizierung mittels Textdateien

authz_user aktiviert Benutzer-Berechtigung

authz_groupfile  aktiviert Gruppen-Authentifizierung mittels Textdateien

authn_dbm deaktiviet  Benutzer-Authentifizierung mittels DBM-Dateien

autoindex aktiviert Generiert dhnlich wie das UND:-Kommando Is automatisch Verzeichnisindizes

cgi aktiviert Ausfihrung von CGl-Skripten

dir aktiviert Stellt Trailing-Slash-Umleitungen und Verzeichnisindsxdateisn bereit

env deaktiviet  Andert die Umgebung, die an CGl-Skripte und SSI-Seiten dbergeben wird

expires deaktiviet  Generigrung von Expires-HTTP-Headern nach benutzerspezifizierten Kriterien

include aktiviert Server-geparste HTML-Dokumente (Server Side Includes)

log_config aktiviert Protokollieren aller an den Senver gerichteten Anfragen

mime aktiviert Werbindet die Namenserweiterung der angeforderten Datei mit deren Verhalten und Inhal
mmmn_amn_smmmm&mmen—,
Status wechseln Modul hinzufigen

Hilfe Abbrechen Beenden

Haupthost oder Hosts

Diese Dialogfelder sind mit den bereits beschriebenen identisch. in ,,Standardhost*
(S. 504) und ,,Virtuelle Hosts“ (S. 507) beschriebenen Dialogfeldern.

28.3 Starten und Beenden von Apache

Bei Konfiguration mit YaST, wie in Abschnitt 28.2.3, , Konfigurieren von Apache mit
YaST“ (S. 503) beschrieben, wird Apache beim Booten des Computers in den Runlevels
3 und 5 gestartet und in den Runlevels 0, 1, 2 und 6 beendet. Diese Funktionsweise
konnen Sie mit dem Runlevel-Editor von YaST oder dem Kommandozeilenwerkzeug
chkconfig dndern.

Verwenden Sie zum Starten, Stoppen und Bearbeiten von Apache auf einem laufenden
System das init-Skript /usr/sbin/rcapache?2. Allgemeine Informationen tiber
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Init-Skripte finden Sie unter Abschnitt 16.2.2, ,,Init-Skripten® (S. 261). Der Befehl
rcapache? akzeptiert folgende Parameter:

status
Uberpriift, ob Apache gestartet wurde.

start
Startet Apache, sofern es noch nicht ldutft.

startssl
Startet Apache mit SSL-Unterstiitzung, sofern es noch nicht lauft. Weitere Infor-
mationen zu der SSL-Unterstiitzung finden Sie unter Abschnitt 28.6, ,,Einrichten
eines sicheren Webservers mit SSL* (S. 526).

stop
Stoppt Apache durch Beenden des {ibergeordneten Prozesses.

restart
Beendet Apache und startet es danach neu. Falls der Webserver noch nicht gelaufen
ist, wird er nun gestartet.

try-restart
Stoppt Apache und startet es erneut, vorausgesetzt, es wird bereits ausgefiihrt.

reload oder graceful
Beendet den Webserver erst, nachdem alle durch Forking erstellten Apache-Prozesse
aufgefordert wurden, ihre Anforderungen vor dem Herunterfahren zu Ende zu
fiihren. Anstelle der beendeten Prozesse werden neue Prozesse gestartet. Dies fiihrt
zu einem vollstindigen "Neustart" von Apache.

TIPP: Neustart von Apache in Produktionsumgebungen

Mit dem Kommando rcapache2 reload aktivieren Sie Anderungen in
der Apache-Konfiguration ohne Verbindungsunterbrechungen.

restart—-graceful
Startet einen zweiten Webserver, der sofort alle eingehenden Anforderungen verar-
beitet. Die vorherige Instanz des Webservers wickelt weiterhin alle bestehenden
Anforderungen fiir eine Zeitdauer ab, die mit GracefulShutdownTimeout
definiert wurde.
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rcapache2 restart-graceful ist beim Upgrade auf eine neue Version
oder nach dem Andern von Konfigurationsoptionen niitzlich, die einen Neustart
erfordern. Die Verwendung dieser Option sorgt fiir eine minimale Serverabschalt-
dauer.

GracefulShutdownTimeout muss festgelegt werden, andernfalls veranlasst
restart—-graceful einen reguldren Neustart. Bei der Einstellung auf null
wartet der Server auf unbestimmte Zeit, bis alle verbleibenden Anforderungen
vollstdndig verarbeitet sind.

Ein ordnungsgemafBer Start kann fehlschlagen, wenn die originale Apache-Instanz
nicht alle nétigen Ressourcen 16schen kann. In diesem Fall veranlasst das Komman-
do einen ordnungsgeméfen Stopp.

stop—-graceful
Hilt den Webserver nach einer Zeitdauer an, die mit
GracefulShutdownTimeout konfiguriert wurde, um sicherzustellen, dass
die bestehenden Anforderungen abgeschlossen werden koénnen.

GracefulShutdownTimeout muss festgelegt sein, andernfalls verursacht
stop-graceful einen ordnungsgeméalen Neustart. Bei der Einstellung auf null
wartet der Server auf unbestimmte Zeit, bis alle verbleibenden Anforderungen
vollstindig verarbeitet sind.

configtest oder extreme-configtest
Uberpriift die Syntax der Konfigurationsdateien, ohne den laufenden Webserver
zu beeintridchtigen. Da dieser Test beim Starten, Neuladen oder Neustarten des
Servers automatisch durchgefiihrt wird, ist eine explizite Ausfiihrung des Tests in
der Regel nicht notwendig (bei einem Konfigurationsfehler wird der Webserver
ohnehin nicht gestartet, neu geladen oder neu gestartet). Mithilfe der Option
extreme—configtest wird der Webserver unter dem Benutzernamen nobody
gestartet und die Konfiguration wird geladen, sodass mehr Fehler gefunden werden
konnen. Beachten Sie, dass die SSL-Einrichtung nicht getestet werden kann, obwohl
die Konfiguration geladen wurde, da SSL-Zertifikate nicht von nobody gelesen
werden konnen.

Der HTTP-Server Apache 513



514

probe
Uberpriift, ob ein Neuladen des Webservers erforderlich ist (d. h., ob sich die
Konfiguration geéndert hat), und schligt die erforderlichen Argumente fiir den

Befehl rcapache?2 vor.

server-status und full-server-status
Erstellt einen Dump des kurzen oder vollstindigen Statusfensters. Zur Ausfiithrung
des rcapache2-Befehls mit diesem Parameter muss entweder lynx oder w3m
installiert sein und das mod_status-Modul muss aktiviert sein. Auflerdem muss
/etc/sysconfig/apache?2 unter APACHE_SERVER_FLAGS das Flag
status enthalten.

TIPP: Weitere Flags

Weitere Flags, die Sie mit dem Befehl rcapache2 angeben, werden direkt an
den Webserver weitergeleitet.

28.4 Installieren, Aktivieren und
Konfigurieren von Modulen

Die Apache-Software ist modular aufgebaut. Alle Funktionen auf3er einigen Kernauf-
gaben werden von Modulen durchgefiihrt Dies geht sogar so weit, dass selbst HTTP
durch ein Modul verarbeitet wird (http_core).

Apache-Module konnen bei der Entwicklung in die Apache-Binaries kompiliert oder
wiahrend der Laufzeit dynamisch geladen werden. Informationen zum dynamischen
Laden von Modulen erhalten Sie unter Abschnitt 28.4.2, ,,Aktivieren und Deaktivieren
von Modulen“ (S. 515).

Apache-Module lassen sich in vier Kategorien einteilen:

Basismodule
Basismodule sind standardméafig in Apache enthalten. In Apache in openSUSE
sind nur mod_so (zum Laden anderer Module) und http core kompiliert. Alle
anderen Module sind als gemeinsam genutzte Objekte verfiigbar: Sie sind nicht in
der Server-Bindrdatei enthalten, sondern konnen zur Laufzeit eingebunden werden.
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Erweiterungsmodule
Im Allgemeinen sind Erweiterungsmodule im Apache-Softwarepaket enthalten,
jedoch nicht statisch im Server kompiliert. In openSUSE stehen diese Module als
gemeinsame Objekte zur Verfiigung, die wahrend der Laufzeit in Apache geladen
werden konnen.

Externe Module
Externe Module sind nicht in der offiziellen Apache-Distribution enthalten. open-
SUSE stellt jedoch einige dieser Module zur Verfiigung.

Multiprocessing-Module (MPMs)
Multiprocessing-Module (MPMs) sind dafiir verantwortlich, Anforderungen an
den Webserver anzunehmen und zu verarbeiten, und stellen damit das Kernstiick
der Webserver-Software dar.

28.4.1 Installieren von Modulen

Wenn Sie die in Abschnitt 28.1.2, . Installation® (S. 492) beschriebene Standardinstalla-
tion vorgenommen haben, sind folgende Module bereits installiert: alle Basis- und
Erweiterungsmodule, das Multiprocessing-Modul Prefork MPM sowie die externen
Module mod_php5 und mod_python.

Sie kénnen weitere externe Module installieren. Starten Sie dazu YaST und wihlen Sie
Software > Software installieren oder l6schen. Wahlen Sie danach Filter > Suche und
suchen Sie nach apache. Die Ergebnisliste zeigt nun neben anderen Paketen alle verfiig-
baren externen Apache-Module an.

28.4.2 Aktivieren und Deaktivieren von
Modulen

Sie kdnnen bestimmte Module entweder manuell oder mit YaST aktivieren oder deak-
tivieren. In YaST miissen die Skriptsprachmodule (PHP5, Perl und Python) mit der im
Abschnitt ,,HTTP-Server-Assistent“ (S. 503) beschriebenen Modulkonfiguration aktiviert
oder deaktiviert werden. Alle anderen Module werden, wie im Abschnitt ,,Servermodule*
(S. 510) beschrieben, aktiviert oder deaktiviert.
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Manuell kénnen Sie die Module mit den Befehlen a2enmod mod_foo oder

a2dismod mod_foo aktivieren bzw. deaktivieren. a2enmod -1 gibt eine Liste
aller zurzeit aktiven Module aus.

WICHTIG: EinschlieBen der Konfigurationsdateien externer Module

Wenn Sie externe Module manuell aktivieren, missen Sie sicherstellen, dass
auch ihre Konfigurationsdateien in allen virtuellen Hostkonfigurationen geladen
werden. Die Konfigurationsdateien externer Module befinden sich im Verzeichnis
/etc/apache2/conf .d/ und werden standardmaRig nicht geladen. Wenn
Sie auf allen virtuellen Hosts die gleichen Module bendtigen, kénnen Sie die
Konfigurationsdateien aus diesem Verzeichnis mit * . conf einschlielen.
Anderenfalls miissen Sie die Dateien einzeln einschlieRen. Beispiele hierzu finden
Sie in der Datei /etc/apache2/vhosts.d/vhost.template.

28.4.3 Basis- und Erweiterungsmodule

Alle Basis- und Erweiterungsmodule werden ausfiihrlich in der Apache-Dokumentation
beschrieben. An dieser Stelle gehen wir daher nur kurz auf die wichtigsten Module ein.
Informationen zu den einzelnen Modulen erhalten Sie auch unter http://httpd
.apache.org/docs/2.2/mod/.

mod_actions
Bietet Methoden zur Ausfithrung eines Skripts, wenn ein bestimmter MIME-Typ
(z. B. application/pdf), eine Datei mit einer bestimmten Erweiterung (z. B.
. rpm) oder eine bestimmte Anforderungsmethode (z. B. GET) verlangt wird.
Dieses Modul ist standardmaBig aktiviert.

mod_alias
Dieses Modul stellt die Direktiven Alias und Redirect bereit. Damit kdnnen
Sie eine URI einem bestimmten Verzeichnis zuordnen (A1 1ias) bzw. eine angefor-
derte URL umleiten. Dieses Modul ist standardméafig aktiviert.

mod_auth*
Die Authentifizierungsmodule bieten verschiedene Methoden zur Authentifzierung;:
grundlegende Authentifzierung mit mod auth basic oder Digest-Authentifizierung
mit mod auth_digest. Die Digest-Authentifizierung in Apache 2.2 befindet sich
noch im Versuchsstadium.

Referenz


http://httpd.apache.org/docs/2.2/mod/
http://httpd.apache.org/docs/2.2/mod/

mod_auth basic und mod auth_digest miissen gemeinsam mit einem Authentifi-
zierungsanbietermodul mod authn_* (z. B. mod_authn_file fiir die Authentifizierung
auf Basis einer Textdatei) und einem Autorisierungsmodul mod_authz_* (z. B.
mod _authz_user fiir die Benutzerautorisierung) verwendet werden.

Weitere Informationen zu diesem Thema erhalten Sie im Artikel Gewusst wie:
Authentifizierungunter http: //httpd.apache.org/docs/2.2/howto/
auth.html.

mod_autoindex
Wenn keine Indexdatei vorhanden ist (z. B. index.html), generiert mod_auto-
index Verzeichnislisten. Das Aussehen dieser Indizes kann konfiguriert werden.
Dieses Modul ist standardmé@Big aktiviert. Verzeichnislisten sind jedoch durch die
Options-Direktive standardmaBig deaktiviert. Sie miissen diese Einstellung daher
in Ihrer virtuellen Hostkonfiguration dndern. Die Standardkonfigurationsdatei
dieses Moduls befindet sich unter /etc/apache2/ und heiit mod_autoindex-
defaults.conf.

mod_cgi
mod_cgi wird zur Ausfiihrung von CGI-Skripten benétigt. Dieses Modul ist stan-
dardmafBig aktiviert.

mod_deflate
Mit diesem Modul kann Apache so konfiguriert werden, dass bestimmte Dateitypen
automatisch vor der Bereitstellung komprimiert werden.

mod_dir
mod_dir stellt die DirectoryIndex-Direktive bereit, mit der Sie festlegen
konnen, welche Dateien bei Anforderung eines Verzeichnisses automatisch
zuriickgegeben werden (standardmdBig index.html). Auflerdem leitet dieses
Modul automatisch zur korrekten URI um, wenn in einer Verzeichnisanforderung
der nachgestellte Schrégstrich fehlt. Dieses Modul ist standardméBig aktiviert.

mod_env
Steuert die Umgebungsvariablen, die an CGI-Skripten oder SSI-Seiten tibergeben
werden. Sie konnen Umgebungsvariablen festlegen oder auftheben oder von der
Shell iibergeben, die den httpd-Prozess aufgerufen hat. Dieses Modul ist standard-
maBig aktiviert.
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mod_expires
Mit mod_expires legen Sie fest, wie hiufig Ihre Dokumente iiber Proxy- und
Browser-Caches durch Zustellung eines Expires-Header aktualisiert werden.
Dieses Modul ist standardmiBig aktiviert.

mod_include
mod_include ermoglicht die Verwendung von serverseitigen Includes (SSI), die
die grundlegende Funktionalitdt fiir die dynamische Generierung von HTML-Seiten
bereitstellen. Dieses Modul ist standardmifig aktiviert.

mod_info
Dieses Modul stellt unter http://localhost/server-info/ eine umfassende Ubersicht
iiber die Serverkonfiguration bereit. Aus Sicherheitsgriinden sollte der Zugriff auf
diese URL generell eingeschrinkt sein. StandardméBig erhdlt nur localhost
Zugriff auf diese URL. mod_info wird in der Datei /et c/apache2/mod_info
.conf konfiguriert.

mod log_config
Mit diesem Modul konfigurieren Sie den Aufbau der Apache-Protokolldateien.
Dieses Modul ist standardmaBig aktiviert.

mod _mime
Das MIME-Modul sorgt dafiir, dass eine Datei auf Basis seiner Dateinamenerwei-
terung mit dem korrekten MIME-Header bereitgestellt wird (z. B. text /html
fiir HTML-Dokumente). Dieses Modul ist standardmafig aktiviert.

mod_negotiation
Dieses Modul ist fiir die Inhaltsverhandlung erforderlich. Weitere Informationen
erhalten Sie unter http://httpd.apache.org/docs/2.2/content
-negotiation.html. Dieses Modul ist standardméaBig aktiviert.

mod_rewrite
Dieses Modul stellt die gleiche Funktionalitdt wie mod_alias bereit, bietet aber
mehr Funktionen und ist somit flexibler. Mit mod_rewrite kénnen Sie URLs auf
Basis verschiedener Regeln umleiten, Header anfordern und einiges mehr.

mod_setenvif
Legt Umgebungsvariablen auf der Basis von Details aus der Client-Anforderung
fest, z. B. die Browserzeichenfolge, die der Client sendet, oder die IP-Adresse des
Clients. Dieses Modul ist standardmifig aktiviert.
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mod_speling
mod_speling versucht, typografische Fehler in URLs, beispielsweise die Grof3-
/Kleinschreibung, automatisch zu korrigieren.

mod_ssl
Dieses Modul ermoglicht verschliisselte Verbindungen zwischen dem Webserver
und den Clients. Weitere Informationen finden Sie in Abschnitt 28.6, ,,Einrichten
eines sicheren Webservers mit SSL* (S. 526). Dieses Modul ist standardméafig
aktiviert.

mod_status
Dieses Modul stellt unter http://localhost/server-status/ Informationen iiber die
Aktivitdt und Leistung des Servers bereit. Aus Sicherheitsgriinden sollte der Zugriff
auf diese URL generell eingeschrankt sein. Standardméfig erhélt nur Llocalhost
Zugriff auf diese URI. mod_status wird in der Datei /etc/apache2/mod
_status.conf konfiguriert.

mod_suexec
Dieses Modul ermoglicht die Ausfithrung von CGI-Skripten unter einem anderen
Benutzer oder einer anderen Gruppe. Dieses Modul ist standardmé@Big aktiviert.

mod_userdir
Dieses Modul erméglicht benutzerspezifische Verzeichnisse unter ~user/. In der
Konfiguration muss die UserDir-Direktive angegeben sein. Dieses Modul ist
standardmaBig aktiviert.

28.4.4 Multiprocessing-Module

openSUSE bietet zwei Multiprocessing-Module (MPMs) fiir Apache:
+ Prefork-MPM (S. 519)

+ ,Worker-MPM*“ (S. 520)

Prefork-MPM

Das Prefork-MPM implementiert einen Prefork-Webserver, der keine Threads verwendet.
Mit diesem Modul verhilt sich der Webserver, was die Handhabung von Anforderungen
betrifft, ahnlich wie Apache Version 1.x: Er isoliert jede einzelne Anforderung und
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verarbeitet sie in einem separaten untergeordneten Prozess (Forking). Eine Beeintrich-
tigung aller Anforderungen durch wenige problematische Anforderungen und somit
eine Sperre des Webservers lassen sich dadurch vermeiden.

Die prozessbasierte Vorgehensweise des Prefork-MPM bietet zwar Stabilitét, konsumiert
aber mehr Systemressourcen wie das Worker-MPM. Fiir UNIX-basierte Betriebssysteme
gilt das Prefork-MPM als Standard-MPM.

WICHTIG: MPMs in diesem Dokument

In diesem Dokument wird davon ausgegangen, dass Apache mit dem Prefork-
MPM verwendet wird.

Worker-MPM

Das Worker-MPM implementiert einen Multithread-Webserver. Ein Thread ist die
"Lightweight-Version" eines Prozesses. Der Vorteil von Threads gegeniiber Prozessen
ist deren geringerer Ressourcenkonsum. Anstatt lediglich untergeordnete Prozesse zu
erstellen (Forking), verarbeitet das Worker-MPM Anforderungen durch Threads mit
Serverprozessen. Die untergeordneten Prefork-Prozesse sind auf mehrere Threads verteilt
(Multithreading). Diese Ansatzweise macht den Apache-Server durch den geringeren
Ressourcenkonsum leistungsfahiger als mit dem Prefork-MPM.

Ein Hauptnachteil ist die Instabilitdt des Worker-MPM: Ein fehlerhafter Thread kann
sich auf alle Threads eines Prozesses auswirken. Im schlimmsten Fall féllt der Server
dadurch aus. Besonders bei gleichzeitiger Verwendung des Common Gateway Interface
(CGI) auf einem iiberlasteten Apache-Server kann es zu internen Serverfehlern kommen,
da Threads in diesem Fall unter Umstdnden nicht in der Lage sind, mit den Systemres-
sourcen zu kommunizieren. Gegen die Verwendung des Worker-MPM in Apache
spricht auch die Tatsache, dass nicht alle verfiigbaren Apache-Module Thread-sicher
sind und daher nicht in Verbindung mit dem Worker-MPM eingesetzt werden kénnen.

WARNUNG: Verwendung von PHP-Modulen mit MPMs

Nicht alle verfiigbaren PHP-Module sind Thread-sicher. Von einer Verwendung
des Worker-MPM in Verbindung mit mod_php wird daher abgeraten.
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28.4.5 Externe Module

Nachfolgend finden Sie eine Liste aller externen Module, die mit openSUSE ausgeliefert
werden. Die Dokumentation zu den einzelnen Modulen finden Sie in den jeweils
genannten Verzeichnissen.

mod-apparmor
Unterstiitzt Apache bei der Novell AppArmor-Einschrinkung auf einzelne cgi-
Skripten, die von Modulen wie mod_php5 und mod_perl benutzt werden.

Paketname: apache2-mod_apparmor
Weitere Informationen: Part “Confining Privileges with Novell AppArmor”
(tSecurity Guide)

mod_mono
Mithilfe von mod mono kénnen Sie ASP.NET-Seiten auf [hrem Server ausfiihren.

Paketname: apache2-mod_mono
Konfigurationsdatei: /etc/apache2/conf.d/mod_mono.conf

mod_perl
mod_perl ermdglicht die Ausfithrung von Perl-Skripten in einem eingebetteten
Interpreter. Durch den dauerhaften, im Server eingebetteten Interpreter lassen sich
Verzogerungen durch den Start eines externen Interpreters und den Start von Perl
vermeiden.

Paketname: apache2-mod_perl
Konfigurationsdatei: /etc/apache2/conf.d/mod_perl.conf
Weitere Informationen: /usr/share/doc/packages/apache2-mod_perl

mod_php5
PHP ist eine serverseitige, plattformiibergreifende, in HTML eingebettete Skript-
sprache.

Paketname: apache2-mod_php5
Konfigurationsdatei: /etc/apache2/conf.d/php5.conf
Weitere Informationen: /usr/share/doc/packages/apache2-mod_php5
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mod_python
mod_python bettet Python in den Apache-Webserver ein. Dies bringt [hnen einen
erheblichen Leistungsgewinn und zusitzliche Flexibilitit bei der Entwicklung
webbasierter Anwendungen.

Paketname: apache2-mod_python
Weitere Informationen: /usr/share/doc/packages/apache2-mod
_python

mod_tidy
mod_tidy tiberpriift jede Ausgangs-HTML-Seite mithilfe der TidyLib. Im Falle
eines Bestitigungsfehlers wird eine Seite mit einer Fehlerliste ausgegeben.
Andernfalls wird die Original-HTML-Seite ausgegeben.

Paketname: apache2-mod_tidy
Konfigurationsdatei: /etc/apache2/mod_tidy.conf
Weitere Informationen: /usr/share/doc/packages/apache2-mod_tidy

28.4.6 Kompilieren von Modulen

Apache kann von erfahrenen Benutzern durch selbst entwickelte Module erweitert
werden. Fiir die Entwicklung eigener Apache-Module und fiir die Kompilierung von
Drittanbieter-Modulen sind neben dem Paket apache2-devel auch die entsprechen-
den Entwicklungstools erforderlich. apache2-devel enthilt unter anderem die
apxs2-Tools, die zur Kompilierung von Apache-Erweiterungsmodulen erforderlich
sind.

apxs?2 ermdglicht die Kompilierung und Installation von Modulen aus dem Quellcode
(einschlieBlich der erforderlichen Anderungen an den Konfigurationsdateien). Dadurch
ergeben sich Dynamic Shared Objects (DSOs), die wihrend der Laufzeit in Apache
geladen werden konnen.

Die Binaries von apxs2 befinden sich unter /usr/sbin:

* /usr/sbin/apxs2: Fiir die Entwicklung von Erweiterungsmodulen, die mit allen
MPMs verwendbar sind. Die Module werden im Verzeichnis /usr/1ib/apache?
installiert.
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* /usr/sbin/apxs2-prefork: Fir die Entwicklung von Prefork-MPM-Modulen
geeignet. Die Module werden im Verzeichnis /usr/1ib/apache2-prefork
installiert.

* /usr/sbin/apxs2-worker: Fiir die Entwicklung von Worker-MPM-Modulen
geeignet. Die Module werden im Verzeichnis /usr/lib/apache2-worker
installiert.

Mit den folgenden Kommandos installieren und aktivieren Sie ein Modul aus dem
Quellcode:

cd /path/to/module/source; apxs2 -cia
mod_foo.c

wobei das Modul mit —c kompiliert, mit —1 installiert und mit —a aktiviert wird. Alle
weiteren Optionen von apxs2 werden auf der man-Seite apxs2 (1) beschrieben.

28.5 Aktivieren von CGI-Skripten

Die Common Gateway Interface (CGI) von Apache ermdglicht die dynamische
Erstellung von Inhalten mit Programmen bzw. so genannten CGI-Skripten. CGI-
Skripten konnen in jeder beliebigen Programmiersprache geschrieben sein. In der Regel
werden aber die Skriptsprachen Perl oder PHP verwendet.

Damit Apache in der Lage ist, die von CGI-Skripten erstellten Inhalte bereitzustellen,
muss das Modul mod_cgi aktiviert sein. Aulerdem ist mod _alias erforderlich. Beide
Module sind standardméafig aktiviert. Informationen zur Aktivierung von Modulen
finden Sie unter Abschnitt 28.4.2, , Aktivieren und Deaktivieren von Modulen (S. 515).

WARNUNG: CGI-Sicherheit

Die Zulassung der CGI-Skriptausfiihrung auf dem Server ist ein Sicherheitsrisiko.
Weitere Informationen finden Sie in Abschnitt 28.7, ,,Vermeiden von Sicher-
heitsproblemen” (S. 533).
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28.5.1 Konfiguration in Apache

In openSUSE ist die Ausfiihrung von CGI-Skripten nur im Verzeichnis /srv/www/
cgi-bin/ erlaubt. Dieses Verzeichnis ist bereits fiir die Ausfithrung von CGI-Skripten
konfiguriert. Wenn Sie eine virtuelle Hostkonfiguration erstellt haben (siehe ,, Virtuelle
Hostkonfiguration® (S. 498)) und Ihre CGI-Skripten in einem Host-spezifischen Ver-
zeichnis ablegen mochten, miissen Sie das betreffende Verzeichnis entsperren und fiir
CGI-Skripten konfigurieren.

Beispiel 28.5 CGI-Konfiguration fiir virtuelle Hosts

ScriptAlias /cgi-bin/ "/srv/www/www.example.com/cgi-bin/"@®

<Directory "/srv/www/www.example.com/cgi-bin/">
Options +ExecCGI®

AddHandler cgi-script .cgi .pl®

Order allow,deny®

Allow from all

</Directory>

©® Fordert Apache auf, alle Dateien in diesem Verzeichnis als CGI-Skripten zu
behandeln

®  Aktiviert die Ausfiihrung von CGI-Skripten

®  Fordert den Server auf, Dateien mit den Erweiterungen .pl und .cgi als CGI-
Skripten zu behandeln. passen Sie diese Anweisung entsprechend Thren Anforde-
rungen an

® Die Order-und A11low-Anweisungen legen den Standardzugriffsstatus sowie
die Reihenfolge fest, in der Allow- und Deny-Anweisungen ausgewertet werden.
In diesem Fall werden "allow"-Anweisungen vor "deny"-Anweisungen ausgewertet
und der universelle Zugriff ist moglich.

28.5.2 Ausfiihren eines Beispielskripten

Die CGI-Programmierung unterscheidet sich von der herkémmlichen Programmierung
insoweit, als CGI-Programmen und -Skripten ein MIME-Typ-Header wie
Content-type: text/html vorangestellt werden muss. Dieser Header wird an
den Client gesendet, damit er weil3, welchen Inhaltstyp er empfangt. Dariiber hinaus
muss die Skriptausgabe vom Client, in der Regel einem Webbrowser, verstanden werden.
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In den meisten Fillen ist dies HTML, manchmal aber auch Klartext, Bilder oder Ahn-
liches.

Unter /usr/share/doc/packages/apache2/test—cgi stellt Apache ein
einfaches Testskript bereit. Dieses Skript gibt den Inhalt einiger Umgebungsvariablen
als Klartext aus. Wenn Sie dieses Skript ausprobieren mdchten, kopieren Sie es in das
Verzeichnis /srv/www/cgi-bin/ bzw. in das Skriptverzeichnis Ihres virtuellen
Hosts (/ srv/www/www.example.com/cgi-bin/)undbenennen Sieesintest
.cgi um.

Dateien, auf die der Webserver zugreifen kann, sollten im Besitz des r oot-Benutzers
sein. Weitere Informationen hierzu finden Sie im Abschnitt Abschnitt 28.7, ,,Vermeiden
von Sicherheitsproblemen® (S. 533). Da der Webserver unter einem anderen Benutzer
ausgefiihrt wird, miissen CGI-Skripten von jedermann ausgefiihrt und gelesen werden
konnen. Wechseln Sie daher in das CGI-Verzeichnis und fiihren Sie den Befehl chmod
755 test.cgi aus, um die entsprechenden Berechtigungen einzurichten.

Rufen Sie danach http://localhost/cgi-bin/test.cgi oder
http://www.example.com/cgi-bin/test.cgi auf. Nunsollte der "CGI/1.0-
Testskriptbericht" angezeigt werden.

28.5.3 CGI-Fehlerbehebung

Wenn Sie nach der Ausfithrung des CGI-Testskripten statt des Testskriptberichts eine
Fehlermeldung erhalten, iiberpriifen Sie Folgendes:

CGI-Fehlerbehebung

« Haben Sie den Server nach der Konfigurationséinderung neu geladen? Uberpriifen
Sie dies mit rcapache2 probe.

+ Falls Sie ein benutzerdefiniertes CGI-Verzeichnis eingerichtet haben, ist dieses
richtig konfiguriert? Falls Sie sich nicht sicher sind, fithren Sie das Skript im CGI-
Standardverzeichnis /srv/www/cgi-bin/ aus. Rufen Sie das Skript dazu mit
http://localhost/cgi-bin/test.cgi auf.

» Wurden die richtigen Berechtigungen zugewiesen? Wechseln Sie in das CGI-Ver-

zeichnis und fithren Sie 1s -1 test.cgi aus. Die Befehlsausgabe sollte mit
folgender Zeile beginnen:
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-rwxr-xr-x 1 root root

« Uberpriifen Sie das Skript auf Programmierfehler. Wenn Sie die Datei test.cgi nicht
bearbeitet haben, diirfte sie keine Programmierfehler enthalten. Falls Sie aber eigene
Programme verwenden, sollten Sie diese immer auf Programmierfehler untersuchen.

28.6 Einrichten eines sicheren
Webservers mit SSL

Wenn sensible Daten wie Kreditkarteninformationen zwischen Webserver und Client
iibertragen werden, ist eine sichere, verschliisselte Verbindung mit Authentifizierung
wiinschenswert. mod_ssl bietet mittels der Protokolle Secure Sockets Layer (SSL) und
Transport Layer Security (TLS) eine sichere Verschliisselung fiir die HTTP-Kommuni-
kation zwischen einem Client und dem Webserver. Wenn Sie SSL/TSL verwenden,
wird zwischen dem Webserver und dem Client eine private Verbindung eingerichtet.
Die Datenintegritét bleibt dadurch gewahrleistet und Client und Server kénnen sich
gegenseitig authentifizieren.

Zu diesem Zweck sendet der Server vor der Beantwortung von Anforderungen an eine
URL ein SSL-Zertifikat mit Informationen, die die Identitit des Servers nachweisen.
Dies garantiert, dass der Server eindeutig der richtige Endpunkt der Kommunikation
ist. AuBBerdem wird durch das Zertifikat eine verschliisselte Verbindung zwischen dem
Client und dem Server hergestellt, die sicherstellt, dass Informationen ohne das Risiko
der Freigabe sensitiver Klartextinhalte {ibertragen werden.

mod_ssl implementiert die SSL/TSL-Protokolle nicht selbst, sondern fungiert als
Schnittstelle zwischen Apache und einer SSL-Bibliothek. In openSUSE wird die
OpenSSL-Bibliothek verwendet. OpenSSL wird bei der Installation von Apache auto-
matisch installiert.

Die Verwendung von mod_ssl in Apache erkennen Sie in URLs am Préfix https://
(statt http://).

TIPP: Beispielzertifikat

Ein Beispielzertifikat fiir eine hypothetische Firma "Snake Oil" ist zur Installation
des Pakets apache2-example—certificates verfligbar.
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28.6.1 Erstellen eines SSL-Zertifikats

Wenn Sie SSL/TSL mit dem Webserver einsetzen mochten, miissen Sie ein SSL-Zerti-
fikat erstellen. Dieses Zertifikat ist fiir die Autorisierung zwischen Webserver und Client
erforderlich, damit beide Endpunkte jeweils die Identitdt des anderen Endpunkts {iber-
priifen kénnen. Zum Nachweis der Zertifikatintegritdt muss das Zertifikat von einer
Organisation signiert sein, der jeder der beteiligten Benutzer vertraut.

Sie konnen drei Zertifikatsarten erstellen: ein "Dummy"-Zertifikat, das nur zu Testzwe-
cken verwendet wird, ein selbst signiertes Zertifikat fiir einen bestimmten Benutzerkreis,
der Ihnen vertraut, und ein Zertifikat, das von einer unabhédngigen, 6ffentlich bekannten
Zertifizierungsstelle (CA) signiert wurde.

Die Zertifikaterstellung besteht im Grunde nur aus zwei Schritten: Zunéchst wird ein
privater Schliissel fiir die Zertifizierungsstelle generiert und danach wird das Serverzer-
tifikat mit diesem Schliissel signiert.

TIPP: Weiterfiihrende Informationen

Weitere Informationen liber das Konzept von SSL/TSL und diesbeziigliche
Festlegungen finden Sie unter http://httpd.apache.org/docs/2.2/
ssl/ssl _intro.html.

Erstellen eines "Dummy"-Zertifikats

Die Erstellung eines Dummy-Zertifikats ist einfach. Rufen Sie lediglich das Skript
/usr/bin/gensslcert auf. Es erstellt oder {iberschreibt die unten aufgelisteten
Dateien. Verwenden Sie die optischen Switches von gensslcert, um die Feinein-
stellungen fiir das Zertifikat vorzunehmen. Rufen Sie /usr/bin/gensslcert -h
auf, um weitere Informationen zu erhalten.

* /etc/apache2/ssl.crt/ca.crt
* /etc/apache2/ssl.crt/server.crt
* /etc/apache2/ssl.key/server.key

* /etc/apache2/ssl.csr/server.csr
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* /root/.mkcert.cfg

AuBerdem wird eine Kopie der Datei ca . crt im Verzeichnis / srv/www/htdocs/
CA.crt zum Herunterladen bereitgestellt.

WICHTIG: Nur zu Testzwecken

Verwenden Sie Dummy-Zertifikate niemals in Produktionsumgebungen, sondern
nur zum Testen.

Erstellen eines selbst signierten Zertifikats

Wenn Sie einen sicheren Webserver fiir Ihr Intranet oder einen bestimmten Benutzerkreis
einrichten, reicht unter Umstanden ein von Ihrer eigenen Zertifizierungsstelle signiertes
Zertifikat aus.

Die Erstellung eines selbst signierten Zertifikats ist ein interaktiver Vorgang, der aus
neun Schritten besteht. Wechseln Sie dazu zunichst in das Verzeichnis /usr/share/
doc/packages/apache?2 und fiihren Sie den folgenden Befehl aus: . /mkcert.sh
make —--no-print-directory /usr/bin/openssl /usr/sbin/
custom. Diesen Befehl sollten Sie keinesfalls auBerhalb dieses Verzeichnisses ausfiih-
ren. Das Programm gibt eine Reihe von Eingabeaufforderungen aus, von denen einige
Benutzereingaben erfordern.

Prozedur 28.4 Erstellen eines selbst signierten Zertifikats mit mkcert.sh

1 Festlegen des fiir Zertifikate zu verwendenden
Signaturalgorithmus

Wihlen Sie RSA aus (R, die Standardeinstellung), da einige dltere Browser Probleme
mit DSA haben.

2 Generating RSA private key for CA (1024 bit) (Privaten
RSA-Schliissel fiir CA (1024 Bit) erstellen)

Keine Eingabe erforderlich.

3 Generating X.509 certificate signing request for CA
(X.509-Zertifikatsignierungsanforderung fiir CA erstellen)
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Hier erstellen Sie den DN (Distinguished Name) der Zertifizierungsstelle. Dazu

miissen Sie einige Fragen, z. B. nach dem Land oder der Organisation, beantworten.
Geben Sie an dieser Stelle nur giiltige Daten ein. Schlie3lich wird alles, was Sie hier
eingeben, spdter im Zertifikat angezeigt. Sie miissen nicht alle Fragen beantworten.
Wenn eine Frage nicht auf Sie zutrifft oder Sie eine Antwort offen lassen mochten,

geben Sie "." ein. Allgemeiner Name ist der Name der CA selbst. Wéhlen Sie einen
aussagekréftigen Namen wie CA mein Unternehmen.

WICHTIG: Eigenname der CA

Der Eigenname der CA muss sich vom Eigennamen des Servers unterscheiden.
Wahlen Sie daher in diesem Schritt nicht den voll qualifizierten Hostnamen.

Generating X.509 certificate for CA signed by itself (Von
CA selbst signiertes X.509-Zertifikat fir CA erstellen)

Wihlen Sie Zertifikatversion 3 aus (die Standardeinstellung).

Generating RSA private key for SERVER (1024 bit)
(Privaten RSA-Schliissel fir SERVER (1024 Bit) erstellen)

Keine Eingabe erforderlich.

Generating X.509 certificate signing request for SERVER
(X.509-Zertifikatsignierungsanforderung fiir SERVER
erstellen)

Hier erstellen Sie den DN fiir den Serverschliissel. Es werden nahezu die gleichen
Fragen gestellt wie fiir den DN der Zertifizierungsstelle. Ihre Antworten betreffen
jedoch den Webserver und miissen nicht unbedingt identisch mit den fiir die Zertifi-
zierungsstelle eingegebenen Daten sein (der Server kann sich z. B. an einem anderen
Standort befinden).

WICHTIG: Auswahl eines Common Name

Als Common Name (allgemeiner Name) miissen Sie hier den vollstandig
qualifizierten Hostnamen des sicheren Servers eingeben (z. B. www.exam-
ple.com). Anderenfalls gibt der Browser beim Zugriff auf den Webserver
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eine Warnung mit dem Hinweis aus, dass das Zertifikat nicht mit dem Server
Ubereinstimmt.

7 Generating X.509 certificate signed by own CA (Von
eigener CA signiertes X.509-Zertifikat erstellen)

Wihlen Sie Zertifikatversion 3 aus (die Standardeinstellung).

8 Encrypting RSA private key of CA with a pass phrase for
security (Privaten RSA-Schliissel der CA aus
Sicherheitsgriinden mit einem Passwort verschliisseln)

Aus Sicherheitsgriinden empfiehlt es sich, den privaten Schliissel der Zertifizierungs-
stelle mit einem Passwort zu verschliisseln. Wéhlen Sie daher ] aus und geben Sie
ein Passwort ein.

9 Encrypting RSA private key of SERVER with a pass phrase
for security (Privaten RSA-Schliissel des SERVERS aus
Sicherheitsgriinden mit einem Passwort verschliisseln)

Wenn Sie den Serverschliissel mit einem Passwort verschliisseln, miissen Sie dieses
Passwort bei jedem Start des Webservers eingeben. Dies macht den automatischen
Start des Webservers beim Hochfahren des Computers oder einen Neustart des
Webservers nahezu unmdglich. Aus diesem Grund sollten Sie diese Frage mit N
beantworten. Denken Sie aber daran, dass Ihr Schliissel in diesem Fall ungeschiitzt
ist, und stellen Sie sicher, dass nur autorisierte Personen Zugriff auf den Schliissel
haben.

WICHTIG: Verschliisseln des Serverschliissels

Wenn Sie den Serverschliissel mit einem Passwort verschliisseln mochten,
erhéhen Sie den Wert flir APACHE_TIMEOUT in /etc/sysconfig/
apache?2. Anderenfalls bleibt Ihnen unter Umstanden nicht geniigend Zeit
flir die Eingabe des Passworts, bevor der Startversuch des Servers wegen
Zeitliberschreitung abgebrochen wird.

Die Ergebnisseite des Skripts enthilt eine Liste der generierten Zertifikate und Schliissel.
Die Dateien wurden allerdings nicht, wie im Skript angegeben, im lokalen Verzeichnis
conf erstellt, sondern in den passenden Verzeichnissen unter /etc/apache?2/.
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Der letzte Schritt besteht darin, die Zertifikatdatei der Zertifizierungsstelle aus dem
Verzeichnis /etc/apache2/ssl.crt/ca.crt inein Verzeichnis zu kopieren,
in dem die Benutzer auf die Datei zugreifen kdnnen. Aus diesem Verzeichnis konnen
die Benutzer die Zertifizierungsstelle in ihren Webbrowsern der Liste der bekannten
und vertrauenswiirdigen Zertifizierungsstellen hinzufiigen. Wire die Zertifizierungsstelle
nicht in dieser Liste enthalten, wiirde der Browser melden, dass das Zertifikat von einer
unbekannten Zertifizierungsstelle ausgegeben wurde. Das neu erstellte Zertifikat ist ein
Jahr lang giiltig.

WICHTIG: Eigensignierte Zertifikate

Verwenden Sie selbst signierte Zertifikate nur auf einem Webserver, auf den
Benutzer zugreifen, denen Sie bekannt sind und die Ihnen als Zertifizierungs-
stelle vertrauen. Fur einen 6ffentlichen Online-Versand ware ein solches Zerti-
fikat z. B. nicht geeignet.

Anfordern eines offiziell signierten Zertifikats

Es gibt verschiedene offizielle Zertifizierungsstellen, die Thre Zertifikate signieren.
Zertifizierungsstellen sind vertrauenswiirdige unabhingige Parteien. Einem Zertifikat,
das durch eine solche Zertifizierungsstelle signiert wurde, kann daher voll und ganz
vertraut werden. Sichere Webserver, deren Inhalte fiir die Offentlichkeit bereitstehen,
verfligen in der Regel iiber ein offiziell signiertes Zertifikat.

Die bekanntesten offiziellen Zertifizierungsstellen sind Thawte (http: //www.thawte
.com/) und Verisign (http://www.verisign.com). Diese und andere Zertifi-
zierungsstellen sind bereits in Browsern kompiliert. Zertifikate, die von diesen Zertifi-

zierungsstellen signiert wurden, werden daher von Browsern automatisch akzeptiert.

Wenn Sie ein offiziell signiertes Zertifikat anfordern, senden Sie kein Zertifikat an die
Zertifizierungsstelle, sondern eine CSR (Certificate Signing Request, Zertifikatsignie-
rungsanforderung). Zur Erstellung einer CSR rufen Sie das Skript
/usr/share/ssl/misc/CA.sh -newreq auf.

Das Skript fragt zunichst nach dem Passwort fiir die Verschliisselung der CSR. Danach
miissen Sie einen Distinguished Name (DN) eingeben. Dazu miissen Sie einige Fragen,
z. B. nach dem Land oder der Organisation, beantworten. Geben Sie an dieser Stelle

nur giiltige Daten ein. Alles, was Sie hier eingeben, wird tiberpriift und spiter im Zerti-
fikat angezeigt. Sie miissen nicht alle Fragen beantworten. Wenn eine Frage nicht auf
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Sie zutrifft oder Sie eine Antwort offen lassen mochten, geben Sie "." ein. Allgemeiner
Name ist der Name der CA selbst. Wihlen Sie einen aussagekriftigen Namen wie CA
Mein Unternehmen. Zum Schluss miissen Sie noch ein Challenge Passwort (zur
Vernichtung des Zertifikats, falls der Schliissel kompromittiert wird) und einen alterna-
tiven Unternehmensnamen eingeben.

Die CSR wird in dem Verzeichnis erstellt, aus dem Sie das Skript aufgerufen haben.
Der Name der CSR-Datei lautet newreq. pem.

28.6.2 Konfigurieren von Apache mit SSL

Port 443 ist auf dem Webserver der Standardport fiir SSL- und TLS-Anforderungen.
Zwischen einem "normalen" Apache-Webserver, der Port 80 iiberwacht, und einem
SSL/TLS-aktivierten Apache-Server, der Port 443 iiberwacht, kommt es zu keinen
Konflikten. In der Tat kann die gleiche Apache-Instanz sowohl HTTP als auch HTTPS
ausfiihren. In der Regel verteilen separate virtuelle Hosts die Anforderungen fiir Port
80 und Port 443 an separate virtuelle Server.

WICHTIG: Firewall-Konfiguration

Vergessen Sie nicht, die Firewall fiir den SSL-aktivierten Apache-Webserver an
Port 443 zu 6ffnen. Sie kdnnen dazu YaST verwenden (siehe Section “Configuring
the Firewall with YaST” (Chapter 14, Masquerading and Firewalls, 1Security
Guide)).

Der SSL-Modus wird standardmé@fig in der globalen Serverkonfiguration aktiviert.
Falls er auf Threm Host deaktiviert wurde, aktivieren Sie ihn mithilfe des folgenden
Kommandos: a2enmod ss1. Um SSL schlieB3lich aktivieren zu konnen, muss der
Server mit dem Flag "SSL" gestartet werden. Rufen Sie dazu a2enflag SSL auf.
Wenn Sie sich zuvor entschieden haben, Thr Serverzertifikat durch ein Passwort zu
verschliisseln, sollten Sie auch den Wert von APACHE_TIMEOUT in /etc/
sysconfig/apache?2 heraufsetzen, damit Ihnen beim Start von Apache geniigend
Zeit fiir die Eingabe des Passworts bleibt. Starten Sie den Server anschlieBend neu,
damit die Anderungen wirksam werden. Ein Neuladen des Servers reicht dazu nicht
aus.

Das Verzeichnis der virtuellen Hostkonfiguration enthilt die Vorlage /et c/apache2/
vhosts.d/vhost-ssl.template. Diese enthédlt SSL-spezifische Direktiven,
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die bereits an anderer Stelle hinreichend dokumentiert sind. Informationen {iber die
Basiskonfiguration eines virtuellen Hosts finden Sie unter ,, Virtuelle Hostkonfiguration*
(S. 498).

Kopieren Sie zum Starten die Vorlage zu /etc/apache2/vhosts.d/mySSL

—-host . conf und bearbeiten Sie diese. Es sollte ausreichen, die Werte fiir die folgenden
Anweisungen anzupassen:

* DocumentRoot
* ServerName

* ServerAdmin
* ErrorLog

* TransferLog

WICHTIG: Namensbasierte virtuelle Hosts und SSL

Auf einem Server mit nur einer IP-Adresse kdnnen nicht mehrere SSL-aktivierte
virtuelle Hosts laufen. Benutzer, die versuchen, eine Verbindung mit einer sol-
chen Konfiguration herzustellen, erhalten bei jedem Besuch der URL eine
Warnung mit dem Hinweis, dass das Zertifikat nicht mit dem Namen des Servers
tbereinstimmt. Fiir die Kommunikation auf Grundlage eines giiltigen SSL-Zerti-
fikats ist eine separate IP-Adresse bzw. ein separater Port fiir jede SSL-aktivierte
Domadne erforderlich.

28.7 Vermeiden von
Sicherheitsproblemen

Ein dem o6ffentlichen Internet ausgesetzter Webserver erfordert standige Wartungs-
und Verwaltungsarbeiten. Sicherheitsprobleme, verursacht durch die Software wie auch
durch versehentliche Fehlkonfigurationen, sind kaum zu vermeiden. Im Folgenden
einige Tipps zur Verbesserung der Sicherheit.
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28.7.1 Stets aktuelle Software

Bei Bekanntwerden von Sicherheitsrisiken in der Apache-Software veréffentlicht SUSE
sofort einen entsprechenden Sicherheitshinweis. Dieser enthélt Anleitungen zur Behe-
bung der Schwachstellen, die wiederum mdoglichst frithzeitig angewendet werden sollten.
Die Sicherheitsankiindigungen von SUSE stehen unter folgenden Adressen zur Verfii-

gung:

* Webseite http://www.novell.com/linux/security/
securitysupport.html

* Mailingliste http://en.opensuse.org/openSUSE: Support_channels

* RSS-Newsticker http://www.novell.com/linux/security/suse
_security.xml

28.7.2 DocumentRoot-Berechtigungen

In openSUSE sind das DocumentRoot-Verzeichnis / srv/www/htdocs (absoluter
Pfad) und das CGI-Verzeichnis /srv/www/cgi-bin standardméfig dem Benutzer
bzw. der Gruppe root zugeordnet. Diese Berechtigungen sollten nicht gedndert werden.
Wenn diese Verzeichnisse fiir alle Benutzer modifizierbar wiren, kdnnte jeder Benutzer
Dateien darin ablegen. Diese Dateien wiirden dann von Apache mit wwwrun-Berechti-
gungen ausgefiihrt werden, was wiederum dem Benutzer unbeabsichtigt Zugriff auf
die Ressourcen des Dateisystems gewéhren wiirde. Das DocumentRoot-Verzeichnis
und die CGI-Verzeichnisse Ihrer virtuellen Hosts sollten Sie als Unterverzeichnisse im
Verzeichnis /srv/www anlegen. Stellen Sie auch bei diesen Verzeichnissen sicher,
dass die Verzeichnisse und die darin enthaltenen Dateien dem Benutzer bzw. der
Gruppe root zugeordnet sind.

28.7.3 Zugriff auf das Dateisystem

StandardmidBig wird in /etc/apache2/httpd. conf der Zugriff auf das gesamte
Dateisystem verweigert. Diese Direktiven sollten Sie nicht iiberschreiben. Aktivieren
Sie stattdessen explizit den Zugriff auf die Verzeichnisse, die Apache lesen muss.

Weitere Informationen finden Sie in ,,Basiskonfiguration eines virtuellen Hosts* (S. 501).
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Achten Sie dabei darauf, dass keine unbefugten Personen auf kritische Dateien wie
Passwort- oder Systemkonfigurationsdateien zugreifen konnen.

28.7.4 CGI-Skripten

Interaktive Skripten in Perl, PHP, SSI oder anderen Programmiersprachen kénnen im
Prinzip jeden beliebigen Befehl ausfiithren und stellen damit generell ein Sicherheitsri-
siko dar. Skripten, die vom Server ausgefiihrt werden, sollten nur aus Quellen stammen,
denen der Serveradministrator vertraut. Es wird davon abgeraten, den Benutzern die
Ausfithrung eigener Skripten zu erlauben. Zusétzlich empfiehlt es sich, die Sicherheit
aller Skripten zu iiberpriifen.

Es ist durchaus tiblich, sich die Skriptverwaltung durch eine Einschridnkung der
Skriptausfithrung zu vereinfachen. Dabei wird die Ausfithrung von CGI-Skripten auf
bestimmte Verzeichnisse eingeschrénkt, statt sie global zuzulassen. Die Direktiven
ScriptAliasundOption ExecCGI werden zur Konfiguration verwendet. In der
Standardkonfiguration von openSUSE ist es generell nicht gestattet, CGI-Skripten von
jedem beliebigen Ort aus auszufiihren.

Alle CGI-Skripten werden unter dem gleichen Benutzer ausgefiihrt. Es kann daher zu
Konflikten zwischen verschiedenen Skripten kommen. Abhilfe schafft hier das Modul
suEXEC, das die Ausfithrung von CGI-Skripten unter einem anderen Benutzer oder
einer anderen Gruppe ermdglicht.

28.7.5 Benutzerverzeichnisse

Bei der Aktivierung von Benutzerverzeichnissen (mit mod_userdir oder mod_rewrite)
sollten Sie unbedingt darauf achten, keine . htaccess-Dateien zuzulassen. Durch
diese Dateien wire es den Benutzern moglich, die Sicherheitseinstellungen zu iiber-
schreiben. Zumindest sollten Sie die Moglichkeiten des Benutzers durch die Direktive
AllowOverRide einschranken. In openSUSE sind . htaccess-Dateien standard-
maBig aktiviert. Den Benutzern ist es allerdings nicht erlaubt, mit mod_userdir

Opt ion-Anweisungen zu {iberschreiben (siehe Konfigurationsdatei /et c/apache?2/
mod_userdir.conf).
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28.8 Fehlersuche

Wenn sich Apache nicht starten ldsst, eine Webseite nicht angezeigt werden kann oder
Benutzer keine Verbindung zum Webserver herstellen konnen, miissen Sie die Ursache
des Problems herausfinden. Im Folgenden werden einige niitzliche Ressourcen vorge-
stellt, die Thnen bei der Fehlersuche behilflich sein kdnnen:

Ausgabe von rcapache?

Statt den Webserver mit der Bindrdatei /usr/sbin/httpd?2 zu starten und zu
stoppen, verwenden Sie das Skript rcapache?2 (siehe Abschnitt 28.3, ,,Starten
und Beenden von Apache® (S. 511)). Es bietet umfassende Informationen {iber
Fehler und stellt auBerdem Tipps und Hinweise zur Behebung von Konfigurations-
fehlern zur Verfiigung.

Protokolldateien und Ausfiihrlichkeitsgrad

Bei schwerwiegenden und nicht schwerwiegenden Fehlern finden Sie mégliche
Ursachen in den Apache-Protokolldateien, insbesondere in der standardmdfig im
Verzeichnis /var/log/apache2/error_1log gespeicherten Fehlerprotokoll-
datei. Mit der Direktive LogLeve 1l kénnen Sie im Ubrigen die Ausfiihrlichkeit
der protokollierten Meldungen einstellen. Dies ist z. B. niitzlich, wenn Sie mehr
Details bendtigen.

TIPP: Ein einfacher Test

Sie kdnnen die Apache-Protokollmeldungen mit dem Befehl tail -F
/var/log/apache2/my_error_log Uberwachen. Fihren Sie
anschlieBend den Befehl rcapache2 restart aus. Versuchen Sie
anschlieRend eine Verbindung mit einem Browser herzustellen und tber-
prifen Sie dort die Ausgabe.

Firewall und Ports
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Es wird haufig versdumt, die Ports fiir Apache in der Firewall-Konfiguration des
Servers zu 6ffnen. YaST bietet bei der Konfiguration von Apache eine eigene
Option, die sich dieses speziellen Themas annimmt (siehe Abschnitt 28.2.3,
»Konfigurieren von Apache mit YaST* (S. 503)). Bei der manuellen Konfiguration
von Apache kénnen Sie die Ports fiir HTTP und HTTPS in der Firewall iiber das
Firewall-Modul von YaST 6ffnen.



Falls sich Ihr Problem nicht mithilfe der vorgenannten Ressourcen beheben lésst, finden
Sie weitere Informationen in der Apache-Fehlerdatenbank, die online unter http: //
httpd.apache.org/bug_report.html zur Verfiigung steht. Sie kdnnen sich
auch an die Apache-Benutzer-Community wenden, die Sie {iber eine Mailingliste unter
http://httpd.apache.org/userslist.html erreichen. Des Weiteren
empfehlen wir die Newsgroup comp. infosystems.www.servers.unix

28.9 Weiterfiihrende Informationen

Das Paket apache2-doc, das an verschiedenen Orten bereitgestellt wird, enthélt das
vollstdndige Apache-Handbuch fiir die lokale Installation und Referenz. Das Handbuch
ist nicht in der Standardinstallation enthalten. Am schnellsten installieren Sie es mit
dem Kommando zypper in apache2-doc. Nach der Installation steht das Apache-
Handbuch unter http://localhost/manual/ zur Verfiigung. Unter http://
httpd.apache.org/docs-2.2/ konnen Sie auch im Web darauf zugreifen.
SUSE-spezifische Konfigurationstipps finden Sie im Verzeichnis /usr/share/doc/
packages/apache2/README. *.

28.9.1 Apache 2.2

Eine Liste der neuen Funktionen in Apache 2.2 finden Sie unter http://httpd
.apache.org/docs/2.2/new_features_2_2.html. Upgrade-Informationen
von Version 2.0 auf Version 2.2 erhalten Sie unter http://httpd.apache.org/
docs—-2.2/upgrading.html.

28.9.2 Apache Module

Weitere Informationen zu externen Apache-Modulen, die kurz im Abschnitt
Abschnitt 28.4.5, ,,Externe Module“ (S. 521) beschrieben werden, finden Sie an folgenden
Orten:

mod-apparmor
http://en.opensuse.org/SDB: AppArmor
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mod_mono
http://www.mono-project.com/Mod_mono

mod_perl
http://perl.apache.org/

mod_php5
http://www.php.net/manual/en/install.unix.apache2.php

mod_python
http://www.modpython.org/

mod_tidy
http://mod-tidy.sourceforge.net/

28.9.3 Entwicklung

Weitere Informationen zur Entwicklung von Apache-Modulen sowie zur Teilnahme
am Apache-Webserver-Projekt finden Sie unter folgenden Adressen:

Informationen fiir Apache-Entwickler
http://httpd.apache.org/dev/

Dokumentation fiir Apache-Entwickler
http://httpd.apache.org/docs/2.2/developer/

Entwickeln von Apache-Modulen mit Perl und C
http://www.modperl.com/

28.9.4 Verschiedene Informationsquellen

Wenn Sie in openSUSE Probleme mit Apache haben, werfen Sie einen Blick in open-
SUSE-Wikiunter http://old-en.opensuse.orqg/Apache. Die Entstehungs-
geschichte von Apache finden Sie unter http://httpd.apache.org/ABOUT
_APACHE.html. Auf dieser Seite erfahren Sie auch, weshalb dieser Server Apache
genannt wird.
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Einrichten eines FTP-Servers
mit YaST

Mithilfe des YaST-FTP-Server-Moduls kdnnen Sie Thren Rechner fiir die Funktion als
FTP (File Transfer Protocol)-Server konfigurieren. Anonyme bzw. authentifizierte
Benutzer konnen mithilfe des FTP-Protokolls eine Verbindung zu Threm Rechner her-
stellen und Dateien herunterladen. Abhéngig von der Konfiguration kdnnen sie auch
Dateien auf den FTP-Server hochladen. YaST stellt eine einheitliche Konfigurations-
schnittstelle fiir verschiedene auf dem System installierte FTP-Server-Daemons bereit.

Mit dem YaST FTP-Server-Konfigurationsmodul kénnen Sie zwei verschiedene FTP-
Server-Daemons konfigurieren:

* vsftpd (Very Secure FTP Daemon) und
* pure-ftpd

Nur installierte Server kdnnen konfiguriert werden. Standardméfige openSUSE -
Medien enthalten das pure—f t pd-Paket nicht. Wenn das pure-f t pd-Paket allerdings
von einem anderen Repository installiert wird, kann es mithilfe des YaST-Moduls
konfiguriert werden.

Die vsftpd- und pure-ftpd-Server verfiigen {iber leicht unterschiedliche Konfigurations-
optionen, besonders im Dialogfeld Experteneinstellungen. In diesem Kapitel werden
die Einstellungen von vsftpd als Standardserver fiir openSUSE beschrieben.

Wenn das YaST FTP Server-Modul in Ihrem System nicht verfiigbar ist, installieren
Sie das Paket yast2-ftp-server.

Fiihren Sie zum Konfigurieren des FTP-Servers mit YaST die folgenden Schritte aus:
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1 Offnen Sie das YaST-Kontrollzentrum und wihlen Sie Netzwerkdienste > FTP-

Server oder fiihren Sie das Kommando yast2 ftp-server als root aus.

Wenn auf [hrem System kein FTP-Server installiert ist, werden Sie gefragt, welcher
Server installiert werden soll, wenn das YaST FTP Server-Modul gestartet wird.
Wihlen Sie einen Server (vsftpd ist der Standard-Server fiir openSUSE) und besti-
tigen Sie das Dialogfeld.

Konfigurieren Sie im Dialogfeld Start die Optionen fiir den Startvorgang des FTP-
Servers. Weitere Informationen finden Sie unter Abschnitt 29.1, ,,Starten des FTP-
Servers® (S. 540).

Konfigurieren Sie im Dialogfeld Allgemein die FTP-Verzeichnisse, eine BegriiBung,
die Masken zum Erstellen von Dateien sowie verschiedene andere Parameter. Wei-
tere Informationen finden Sie unter Abschnitt 29.2, ,, Allgemeine FTP-Einstellungen*
(S. 542).

Legen Sie im Dialogfeld Leistung die Parameter fest, die sich auf das Laden des
FTP-Servers auswirken. Weitere Informationen finden Sie unter Abschnitt 29.3,
,,FTP-Leistungseinstellungen® (S. 543).

Legen Sie im Dialogfeld Authentifizierung fest, ob der FTP-Server fiir anonyme
und/oder authentifizierte Benutzer verfiigbar sein soll. Weitere Informationen finden
Sie unter Abschnitt 29.4, ,,Authentifizierung “ (S. 543).

Konfigurieren Sie im Dialogfeld Einstellungen fiir Expertenden Betriebsmodus des
FTP-Servers, der SSL-Verbindungen sowie die Firewall-Einstellungen. Weitere
Informationen finden Sie unter Abschnitt 29.5, , Einstellungen flir Experten (S. 544).

4 Klicken Sie auf Beenden, um die Konfigurationen zu speichern.

29.1 Starten des FTP-Servers

Legen Sie im Bereich Dienststart des Dialogfelds FTP-Start die Art und Weise fest,
in der der FTP-Server gestartet wird. Sie konnen den Server entweder automatisch
wihrend des Systemstarts oder manuell starten. Wenn der FTP-Server erst bei einer
FTP-Verbindungsanfrage gestartet werden soll, wahlen Sie Via xinetd aus.
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Der aktuelle Status des FTP-Servers wird im Bereich An- und ausschalten im Dialogfeld
FTP-Start angezeigt. Starten Sie den FTP-Server, indem Sie auf FTP-Server jetzt
starten klicken. Um den Server zu stoppen, klicken Sie auf Stoppen FTP . Nachdem
Sie die Servereinstellungen gedndert haben, klicken Sie auf Einstellungen speichern
und FTP jetzt neu starten. Ihre Konfigurationen werden gespeichert, wenn Sie das
Konfigurationsmodul mit Beenden verlassen.

Im Bereich Ausgewdhliter Dienst des Dialogfelds FTP-Start wird der verwendete FTP-
Server angezeigt: entweder vsftpd oder pure-ftpd. Wenn beide Server installiert sind,
koénnen Sie zwischen ihnen wechseln — die aktuelle Konfiguration wird automatisch
konvertiert. Das pure-ftpd-Paket ist in den standardmdfigen openSUSE-Medien nicht
enthalten, daher miissen Sie es aus einer anderen Installationsquelle installieren, wenn
Sie es verwenden mdchten.

Abbildung 29.1 FTP-Serverkonfiguration - Start

, FTP-Start
Um den Dienst jedesmal beim Hochfahren des Computers zu starten, setzen Sie Beim Systemstart. Weitere
Dienst starten
Allgemsin © Beim Systemstart
Leistung
Authentifizierung ) FHE

Einstellungen fir Experten Manuell

An- und ausschalten
Aktueller Status: FTP ist nicht aktiv

FTP jetzt starten

Einstellungen jetzt speichern und FTP neu starten

Gewabhlter Dienst

Hilfe Abbrechen Beenden
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29.2 Allgemeine FTP-Einstellungen

Im Bereich Allgemeine Einstellungen des Dialogfelds Allgemeine FTP-Einstellungen
konnen Sie die Willkommensnachricht festlegen, die nach der Verbindungsherstellung
zum FTP-Server angezeigt wird.

Wenn Sie die Option Chroot Everyone (Alle platzieren) aktivieren, werden alle lokalen
Benutzer nach der Anmeldung in einem Chroot Jail in ihrem Home-Verzeichnis platziert
Diese Option hat Auswirkungen auf die Sicherheit, besonders wenn die Benutzer iiber
Uploadberechtigungen oder Shellzugriff verfiigen, daher sollten Sie beim Aktivieren
dieser Option mit Bedacht vorgehen.

Wenn Sie die Option Ausfiihrliche Protokollierung aktivieren, werden alle FTP-
Anfragen und -Antworten protokolliert.

Sie konnen die Berechtigungen fiir Dateien, die von anonymen und/oder authentifizierten
Benutzern erstellt wurden, mit umask einschranken. Legen Sie die Dateierstellungsmaske
fiir anonyme Benutzer in Umask fiir anonyme Benutzer fest und die Dateierstellungs-

maske fiir authentifizierte Benutzer in Umask fiir authentifizierte Benutzer. Die Masken
sollten als Oktalzahlen mit fiihrender Null eingegeben werden. Weitere Informationen
zu umask finden Sie auf der man-Seite fiir umask (man 1p umask).

Legen Sie im Bereich FTP-Verzeichnisse die fiir anonyme und autorisierte Benutzer
verwendeten Verzeichnisse fest. Wenn Sie auf Durchsuchen klicken, kénnen Sie ein
zu verwendendes Verzeichnis aus dem lokalen Dateisystem wihlen. Das standardmai-
Bige FTP-Verzeichnis fiir anonyme Benutzer ist / srv/ £ tp. Beachten Sie, dass vsftpd
keine Verzeichnisschreibrechte fiir alle Benutzer erteilt. Stattdessen wird das Unterver-
zeichnis upload mit Schreibberechtigungen fiir anonyme Benutzer erstellt.

ANMERKUNG: Schreibberechtigungen im FTP-Verzeichnis

Der pure-ftpd-Server ermdglicht es, dass anonyme Benutzer liber Schreibbe-
rechtigungen flr dieses FTP-Verzeichnis verfligen. Stellen Sie beim Wechseln
zwischen den Servern sicher, dass Sie die Schreibberechtigungen im Verzeichnis,
das mit pure-ftpd verwendet wurde, entfernen, bevor Sie zum vsftpd-Server
zuriickschalten.

Referenz



29.3 FTP-Leistungseinstellungen

Legen Sie im Dialogfeld Leistung die Parameter fest, die sich auf das Laden des FTP-
Servers auswirken. Max. Lerrlaufzeit entspricht der Maximalzeit (in Minuten), die der
Remote-Client zwischen FTP-Kommandos pausieren darf. Bei einer langeren Inaktivitét
wird die Verbindung zum Remote-Client getrennt. Max. Clients fiir eine IP bestimmt
die maximale Clientanzahl, die von einer einzelnen IP-Adresse aus verbunden sein
konnen. Max. Clients bestimmt die maximale Clientanzahl, die verbunden sein konnen.
Alle zusitzlichen Clients erhalten eine Fehlermeldung.

Die maximale Datentiibertragungsrate (in KB/s) wird in Lovale Max Rate (Lokale max.
Rate) fiir lokale authentifizierte Benutzer und in Anonymous Max Rate (Anonyme max.
Rate) fiir anonyme Benutzer festgelegt. Der Standardwert fiir diese Einstellung ist 0,
was fiir eine unbegrenzte Dateniibertragungsrate steht.

29.4 Authentifizierung

Im Bereich Anonyme und lokale Benutzer aktivieren/deaktivieren des Dialogfelds
Authentifizierung konnen Sie festlegen, welche Benutzer auf Thren FTP-Server zugreifen
diirfen. Folgende Optionen stehen zur Verfligung: nur anonymen Benutzern, nur
authentifizierten Benutzern oder beiden Benutzergruppen Zugriff erteilen.

Wenn Sie es Benutzern ermdglichen mochten, Dateien auf den FTP-Server hochzuladen,
aktivieren Sie die Option Hochladen aktivieren im Bereich Hochladen des Dialogfelds
Authentifizierung. Hier konnen Sie das Hochladen und das Erstellen von Verzeichnissen
sogar fiir anonyme Benutzer zulassen, indem Sie das entsprechende Kontrollkdstchen
aktivieren.

ANMERKUNG: vsftp — Zulassen von Datei-Uploads fiir anonyme Benutzer

Wenn ein vsftpd-Server verwendet wird und anonyme Benutzer Dateien
hochladen oder Verzeichnisse erstellen diirfen, muss ein Unterverzeichnis mit
Schreibberechtigung fiir alle Benutzer im anonymen FTP-Verzeichnis erstellt
werden.
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29.5 Einstellungen fiir Experten

Ein FTP-Server kann im aktiven oder passiven Modus ausgefiihrt werden. Standardmafig
wird der Server im passiven Modus ausgefiihrt. Um in den aktiven Modus zu wechseln,
deaktivieren Sie einfach die Option Passiven Modus aktivieren im Dialogfeld Einstel-
lungen fiir Experten. Sie konnen au3erdem den Portbereich dndern, der auf dem Server
fiir den Datenstrom verwendet wird, indem Sie die Optionen Min Port fiir Pas.- Modus
und Max Port fiir Pas.-Modus bearbeiten.

Wenn die Kommunikation zwischen den Clients und dem Server verschliisselt sein
soll, koénnen Sie SSL aktivieren. Wihlen Sie dazu die Protokollversionen aus, die
unterstiitzt werden sollen, und geben Sie das DSA-Zertifikat an, das fiir SSL-verschliis-
selte Verbindungen verwendet werden soll.

Wenn Ihr System von einer Firewall geschiitzt wird, aktivieren Sie Port in Firewall
Offnen, um eine Verbindung zum FTP-Server zu ermdglichen.

29.6 Weitere Informationen

Weitere Informationen zu ftp-Servern finden Sie in den man-Seiten zu vsftpd und
vsftpd.conft.
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Teil VI. Mobilitat






Mobile Computernutzung mit
Linux

Die mobile Computernutzung wird meist mit Notebooks, PDAs, Mobiltelefonen (und
dem Datenaustausch zwischen diesen Gerdten) in Verbindung gebracht. An Notebooks
oder Desktop-Systeme kdnnen aber auch mobile Hardware-Komponenten, wie externe
Festplatten, Flash-Laufwerke und Digitalkameras, angeschlossen sein. Ebenso z&hlen
zahlreiche Software-Komponenten zu den Bestandteilen mobiler Computerszenarien

und einige Anwendungen sind sogar speziell fiir die mobile Verwendung vorgesehen.

30.1 Notebooks

Die Hardware von Notebooks unterscheidet sich von der eines normalen Desktopsystems.
Dies liegt daran, dass Kriterien wie Austauschbarkeit, Platzanforderungen und Energie-
verbrauch beriicksichtigt werden miissen. Die Hersteller von mobiler Hardware haben
Standardschnittstellen wie PCMCIA (Personal Computer Memory Card International
Association), Mini PCI und Mini PCle entwickelt, die zur Erweiterung der Hardware
von Laptops verwendet werden kdnnen. Dieser Standard bezieht sich auf Speicherkarten,
Netzwerkschnittstellenkarten, ISDN (und Modemkarten) sowie externe Festplatten.

TIPP: openSUSE und Tablet PCs

Tablet PCs werden von openSUSE ebenfalls unterstiitzt. Tablet PCs sind mit

einem Touchpad/Grafiktablett ausgestattet. Sie kdnnen also anstatt mit Maus
und Tastatur die Daten direkt am Bildschirm mit einem Grafiktablettstift oder
sogar mit den Fingerspitzen bearbeiten. Installation und Konfiguration erfolgen
im Groen und Ganzen wie bei jedem anderen System. Eine detaillierte Einfiih-
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rung in die Installation und Konfiguration von Tablet PCs finden Sie unter
Kapitel 33, Verwenden von Tablet PCs (S. 593).

30.1.1 Energieeinsparung

Durch die Integration von energieoptimierten Systemkomponenten bei der Herstellung
von Notebooks erhoht sich die Eignung der Geréte fiir die Verwendung ohne Zugang
zum Stromnetz. Thr Beitrag zur Energieeinsparung ist mindestens so wichtig wie der
des Betriebssystems. openSUSE® unterstiitzt verschiedene Methoden, die den Energie-
verbrauch eines Notebooks beeinflussen und sich auf die Betriebsdauer bei Akkubetrieb
auswirken. In der folgenden Liste werden die Moglichkeiten zur Energieeinsparung in
absteigender Reihenfolge ihrer Wirksamkeit angegeben:

* Drosselung der CPU-Geschwindigkeit.
+ Ausschalten der Anzeigebeleuchtung wéhrend Pausen.
+ Manuelle Anpassung der Anzeigebeleuchtung.

+ Ausstecken nicht verwendeter, Hotplug-fahiger Zubehorteile (USB-CD-ROM,
externe Maus, nicht verwendete PCMCIA-Karten, WLAN usw.).

+ Ausschalten der Festplatte im Ruhezustand.

Detaillierte Hintergrundinformationen zur Energieverwaltung in openSUSE finden Sie
unter Kapitel 31, Energieverwaltung (S. 559). Weitere Informationen zur desktopspezi-
fischen Energieverwaltung finden Sie unter Section “Controlling Your Desktop’s Power
Management” (Chapter 2, Working with Your Desktop, t GNOME User Guide) zur
Verwendung der GNOME-Energieverwaltung. Weitere Informationen zum Minipro-
gramm fiir die KDE-Energieverwaltung finden Sie unter Chapter 9, Controlling Your
Desktop’s Power Management (1 KDE User Guide).
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30.1.2 Integration in unterschiedlichen
Betriebsumgebungen

Ihr System muss sich an unterschiedliche Betriebsumgebungen anpassen kénnen, wenn
es fiir mobile Computernutzung verwendet werden soll. Viele Dienste hingen von der
Umgebung ab und die zugrunde liegenden Clients miissen neu konfiguriert werden.
openSUSE iibernimmt diese Konfiguration fiir Sie.

Abbildung 30.1 Integrieren eines mobilen Computers in eine bestehende Umgebung
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Bei einem Notebook beispielsweise, das zwischen einem kleinen Heimnetzwerk zu
Hause und einem Firmennetzwerk hin und her pendelt, sind folgende Dienste betroffen:

Netzwerk
Dazu gehoren IP-Adresszuweisung, Namensauflosung, Internet-Konnektivitat und
Konnektivitdt mit anderen Netzwerken.
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Druckvorgang
Die aktuelle Datenbank der verfiigbaren Drucker und ein verfiigbarer Druckserver
(abhédngig vom Netzwerk) miissen vorhanden sein.

E-Mail und Proxys
Wie beim Drucken muss die Liste der entsprechenden Server immer aktuell sein.

X (Grafische Umgebung)
Wenn das Notebook zeitweise an einen Projektor oder einen externen Monitor
angeschlossen ist, miissen die verschiedenen Anzeigekonfigurationen verfiigbar
sein.

openSUSE bietet verschiedene Mdéglichkeiten zur Integration von Notebooks in beste-
hende Betriebsumgebungen:

NetworkManager
NetworkManager wurde speziell fiir die mobile Verbindung von Notebooks mit
Netzwerken entwickelt. Dieses Verwaltungsprogramm ermdglicht einen einfachen
und automatischen Wechsel zwischen verschiedenen Netzwerkumgebungen oder
Netzwerktypen wie WLAN und Ethernet. NetworkManager unterstiitzt die WEP-
und WPA-PSK-Verschliisselung in drahtlosen LANs. Auflerdem werden Einwahl-
verbindungen (mit smpppd) unterstiitzt. Beide Desktop-Umgebungen von SUSE
Linux (GNOME und KDE) bieten ein Frontend fiir NetworkManager. Weitere
Informationen zu den Desktop-Applets finden Sie unter Abschnitt ,, Verwendung
von KNetworkManager* (Kapitel 5, Verwenden von NetworkManager, 1 Start) und
Abschnitt ,,Verwendung des GNOME NetworkManager-Miniprogramms* (Kapi-
tel 5, Verwenden von NetworkManager, 1 Start).
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Tabelle 30.1 Anwendungsbeispiele fiir NetworkManager

Mein Rechner... NetworkManager
verwenden
Der Computer ist ein Notebook. Ja

Der Computer wird mit verschiedenen Netzwerken  Ja
verbunden.

Der Computer stellt Netzwerkdienste bereit (z. B. Nein
DNS oder DHCP).

Der Computer hat eine statische IP-Adresse. Nein

Verwenden Sie die Werkzeuge von YaST zur Konfiguration der Netzwerkverbin-
dungen, wenn die Netzwerkkonfiguration nicht automatisch von NetworkManager
iibernommen werden soll.

SLP

Das Service Location Protocol (SLP) vereinfacht die Verbindung eines Notebooks
mit einem bestehenden Netzwerk. Ohne SLP benétigt der Administrator eines
Notebooks normalerweise detaillierte Kenntnisse {iber die im Netzwerk verfiigbaren
Dienste. SLP sendet die Verfiigbarkeit eines bestimmten Diensttyps an alle Clients
in einem lokalen Netzwerk. Anwendungen, die SLP unterstiitzen, kénnen die von
SLP weitergeleiteten Informationen verarbeiten und automatisch konfiguriert
werden. SLP kann sogar fiir die Installation eines Systems verwendet werden,
wodurch sich die Suche nach einer geeigneten Installationsquelle eriibrigt. Weitere
Informationen zu SLP finden Sie unter Kapitel 22, SLP-Dienste im Netzwerk (S. 409).
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30.1.3 Software-Optionen

Bei der mobilen Nutzung gibt es verschiedene spezielle Aufgabenbereiche, die von
dedizierter Software abgedeckt werden: Systemiiberwachung (insbesondere der Lade-
zustand des Akkus), Datensynchronisierung sowie drahtlose Kommunikation mit
angeschlossenen Gerdten und dem Internet. In den folgenden Abschnitten werden die
wichtigsten Anwendungen behandelt, die openSUSE fiir jede Aufgabe bietet.

Systemiiberwachung

openSUSE bietet zwei KDE-Werkzeuge zur Systemiiberwachung:

KPowersave

KPowersave ist ein Applet, das den Zustand des Akkus in der Systemsteuerung
anzeigt. Das Symbol wird entsprechend der Art der Energieversorgung angepasst.
Bei Arbeit mit Wechselstrom wird ein kleines Steckersymbol angezeigt. Bei Arbeit
mit Akkustrom wird als Symbol eine Batterie angezeigt.

Klicken Sie mit der rechten Maustaste auf das KPowersave-Symbol in der Kontroll-
leiste, um das Verhalten von KPowersave zu konfigurieren. Sie konnen Ihren
Anforderungen entsprechend eines der vier aufgelisteten Schemata wahlen. Beispiel:
Das Schema Prdsentation deaktiviert den Bildschirmschoner und das Power-
Management im Allgemeinen, damit Ihre Prasentation nicht durch Systemereignisse
unterbrochen wird. Sie konnen auch Aktionen fiir das System festlegen fiir den
Fall, dass Sie das Notebook schlieBen oder den Netzschalter driicken.

KSysguard
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KSysguard ist eine unabhdngige Anwendung, die alle messbaren Parameter des
Systems in einer einzige Uberwachungsumgebung sammelt. KSysguard weist
Monitore fiir ACPI (Akkustatus), CPU-Last, Netzwerk, Partitionierung und
Arbeitsspeicherauslastung auf. AuBlerdem kann diese Anwendung alle Systempro-
zesse liberwachen und anzeigen. Die Darstellung und Filterung der gesammelten
Daten kann benutzerdefiniert angepasst werden. Es ist moglich, verschiedene
Systemparameter auf verschiedenen Datenseiten zu iiberwachen oder die Daten
von mehreren Computern parallel iiber das Netzwerk zu sammeln. KSysguard kann
auBerdem als Ddmon auf Computern ohne KDE-Umgebung ausgefiihrt werden.
Weitere Informationen zu diesem Programm finden Sie in der zugehorigen inte-
grierten Hilfefunktion bzw. auf den SUSE-Hilfeseiten.



Verwenden Sie auf dem GNOME-Desktop die GNOME-Anwendungen fiir Energiever-
waltung und Systemmonitor.

Datensynchronisierung

Beim stindigen Wechsel zwischen der Arbeit auf einem mobilen Computer, der vom
Netzwerk getrennt ist, und der Arbeit an einer vernetzten Arbeitsstation in einem Biiro
miissen die verarbeiteten Daten stets auf allen Instanzen synchronisiert sein. Dazu
gehoren E-Mail-Ordner, Verzeichnisse und einzelne Dateien, die sowohl fiir die Arbeit
unterwegs als auch im Biiro vorliegen miissen. Die Losung sieht fiir beide Fille folgen-
dermafien aus:

Synchronisieren von E-Mail
Verwenden eines IMAP-Kontos zum Speichern der E-Mails im Firmennetzwerk.
Der Zugriff auf die E-Mails vom Arbeitsplatzrechner aus erfolgt dann iiber einen
beliebigen, nicht verbundenen IMAP—fahigen E-Mail-Client, wie Mozilla Thunder-
bird Mail, Evolution oder KMail, wie unter GNOME User Guide (t GNOME User
Guide) und KDE User Guide (1 KDE User Guide). beschrieben. Der E-Mail-Client
muss so konfiguriert sein, dass fliir Gesendete Nachrichten immer derselbe
Ordner aufgerufen wird. Dadurch wird gewahrleistet, dass nach Abschluss der
Synchronisierung alle Nachrichten mit den zugehorigen Statusinformationen ver-
fiighar sind. Verwenden Sie zum Senden von Nachrichten einen im Mail-Client
implementierten SMTP-Server anstatt des systemweiten MTA-Postfix oder Send-
mail, um zuverldssige Riickmeldungen iiber nicht gesendete Mail zu erhalten.

Synchronisieren von Dateien und Verzeichnissen
Es gibt mehrere Dienstprogramme, die sich fiir die Synchronisierung von Daten
zwischen Notebook und Arbeitsstation eignen. Detaillierte Informationen finden
Sie in Kapitel 34, Kopieren und Freigeben von Dateien (S. 605).

Drahtlose Kommunikation

Neben einem Anschluss an ein Heim- oder Firmennetzwerk {iber ein Kabel kann ein
Notebook auch drahtlos mit anderen Computern, Peripheriegerdten, Mobiltelefonen
oder PDAs verbunden sein. Linux unterstiitzt drei Typen von drahtloser Kommunikation:

WLAN
WLAN weist die grofite Reichweite dieser drahtlosen Technologien auf und ist
daher als einziges fiir den Betrieb grofler und zuweilen sogar raumlich geteilter
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Netzwerke geeignet. Einzelne Computer kdnnen untereinander eine Verbindung
herstellen und so ein unabhéngiges drahtloses Netzwerk bilden oder auf das Internet
zugreifen. Als Zugriffspunkte bezeichnete Gerdte konnen als Basisstationen fiir
WLAN-fdhige Geridte und als Zwischengerite fiir den Zugriff auf das Internet
fungieren. Ein mobiler Benutzer kann zwischen verschiedenen Zugriffspunkten
umschalten, je nachdem, welcher Zugriffspunkt die beste Verbindung aufweist.
Wie bei der Mobiltelefonie steht WLAN-Benutzern ein grofies Netzwerk zur Ver-
fiigung, ohne dass sie fiir den Zugriff an einen bestimmten Standort gebunden sind.
Informationen {iber WLAN finden Sie in Kapitel 32, Wireless LAN (S. 573).

Bluetooth

Bluetooth weist das breiteste Anwendungsspektrum von allen drahtlosen Techno-
logien auf. Es kann, ebenso wie IrDA, fiir die Kommunikation zwischen Computern
(Notebooks) und PDAs oder Mobiltelefonen verwendet werden. AuBSerdem kann
es zur Verbindung mehrerer Computer innerhalb des zuldssigen Bereichs verwendet
werden. Des Weiteren wird Bluetooth zum Anschluss drahtloser Systemkomponen-
ten, beispielsweise Tastatur und Maus, verwendet. Die Reichweite dieser Techno-
logie reicht jedoch nicht aus, um entfernte Systeme iiber ein Netzwerk zu verbinden.
WLAN ist die optimale Technologie fiir die Kommunikation durch physische
Hindernisse, wie Winde.

IrDA

IrDA ist die drahtlose Technologie mit der kiirzesten Reichweite. Beide Kommu-
nikationspartner miissen sich in Sichtweite voneinander befinden. Hindernisse, wie
Winde, kénnen nicht iiberwunden werden. Eine mogliche Anwendung von IrDA
ist die Ubertragung einer Datei von einem Notebook auf ein Mobiltelefon. Die
kurze Entfernung zwischen Notebook und Mobiltelefon wird mit IrDa tiberbriickt.
Der Langstreckentransport der Datei zum Empfanger erfolgt iiber das Mobilfun-
knetz. Ein weiterer Anwendungsbereich von IrDA ist die drahtlose Ubertragung
von Druckauftrigen im Biiro.

30.1.4 Datensicherheit

Idealerweise schiitzen Sie die Daten auf Ihrem Notebook mehrfach gegen unbefugten
Zugriff. Mogliche Sicherheitsmainahmen kdnnen in folgenden Bereichen ergriffen
werden:
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Schutz gegen Diebstahl
Schiitzen Sie Ihr System stets nach Mdglichkeit gegen Diebstahl. Im Einzelhandel
ist verschiedenes Sicherheitszubehor, wie beispielsweise Ketten, verfiigbar.

Komplexe Authentifizierung
Verwenden Sie die biometrische Authentifizierung zusétzlich zur standardmif3igen
Authentifizierung {iber Anmeldung und Passwort. openSUSE unterstiitzt die
Authentifizierung per Fingerabdruck. Weitere Informationen finden Sie unter
Chapter 7, Using the Fingerprint Reader (1 Security Guide).

Sichern der Daten auf dem System
Wichtige Daten sollten nicht nur wihrend der Ubertragung, sondern auch auf der
Festplatte verschliisselt sein. Dies gewéhrleistet die Sicherheit der Daten im Falle
eines Diebstahls. Die Erstellung einer verschliisselten Partition mit openSUSE wird
in Chapter 11, Encrypting Partitions and Files (1 Security Guide) beschrieben. Es
ist auBBerdem mdglich, verschliisselte Home-Verzeichnisse beim Hinzufiigen des
Benutzers mit YaST zu erstellen.

WICHTIG: Datensicherheit und Suspend to Disk

Verschlusselte Partitionen werden bei Suspend to Disk nicht ausgehangt.
Daher sind alle Daten auf diesen Partitionen fiir jeden verfiligbar, dem es
gelingt, die Hardware zu stehlen und einen Resume-Vorgang fiir die Fest-
platte durchfihrt.

Netzwerksicherheit
Jeder Datentransfer muss sicher erfolgen, unabhingig von der Ubertragungsart.
Allgemeine, Linux und Netzwerke betreffende Sicherheitsrisiken, sind in Chapter 1,
Security and Confidentiality (?Security Guide) beschrieben. Sicherheitsma3nahmen
fiir drahtlose Netzwerke finden Sie in Kapitel 32, Wireless LAN (S. 573).

30.2 Mobile Hardware

openSUSE unterstiitzt die automatische Erkennung mobiler Speichergerite iiber Fire-
Wire (IEEE 1394) oder USB. Der Ausdruck mobiles Speichergert bezieht sich auf
jegliche Arten von FireWire- oder USB-Festplatten, USB-Flash-Laufwerken oder
Digitalkameras. Alle Gerite werden automatisch erkannt und konfiguriert, sobald sie
mit dem System iiber die entsprechende Schnittstelle verbunden sind. Die Dateimanager
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von

GNOME und KDE bieten ein flexibles Arbeiten mit mobilen Hardware-Geriten.

Verwenden Sie zum sicheren Aushéngen dieser Medien folgende Dateiverwaltungs-
funktion: Sicher entfernen (KDE) bzw. in GNOME die Funktion Aushdngen des . Die
Handhabung von Wechselmedien wird unter GNOME User Guide (1 GNOME User
Guide) und KDE User Guide (1 KDE User Guide) ausfiihrlicher erldutert.

Externe Festplatten (USB und FireWire)

Sobald eine externe Festplatte ordnungsgemafl vom System erkannt wird, wird das
zugehorige Symbol in der Dateiverwaltung angezeigt. Durch Klicken auf das
Symbol wird der Inhalt des Laufwerks angezeigt. Sie koénnen hier Ordner und
Dateien erstellen, bearbeiten und 16schen. Um einer Festplatte einen anderen Namen
zu geben als den vom System zugeteilten, wihlen Sie das entsprechende Mentiele-
ment aus dem Menii aus, das beim Rechtsklicken auf das Symbol gedffnet wird.
Die Namensdnderung wird nur im Dateimanager angezeigt. Der Deskriptor, durch
den das Gerit in /media eingehdngt wurde, bleibt davon unbeeinflusst.

USB-Flash-Laufwerke

Diese Gerdte werden vom System genau wie externe Festplatten behandelt. Ebenso
konnen Sie die Eintrdge im Dateimanager umbenennen.

Digitalkameras (USB und FireWire)

Vom Gerit erkannte Digitalkameras werden ebenfalls im Dateimanager-Uberblick
als externe Laufwerke angezeigt. Mit KDE konnen Sie die Bilder unter der URL
camera:/ lesen und darauf zugreifen. Diese Bilder kénnen dann mithilfe von
digiKam oder f-spot verarbeitet werden. Fiir die erweiterte Fotoverarbeitung steht
GIMP zur Verfiigung. Eine kurze Einfithrung in digiKam, f-spot und GIMP finden
Sie unter Chapter 17, Managing Your Digital Image Collection with DigiKam
(tApplication Guide), Chapter 18, F-Spot: Managing Your Digital Image Collection
(tApplication Guide) und Chapter 16, Manipulating Graphics with GIMP (1 Appli-
cation Guide).

30.3 Mobiltelefone und PDAs

Ein Desktopsystem oder Notebook kann iiber Bluetooth oder IrDA mit einem Mobilte-
lefon kommunizieren. Einige Modelle unterstiitzen beide Protokolle, andere nur eines

von

beiden. Die Anwendungsbereiche fiir die beiden Protokolle und die entsprechende

erweiterte Dokumentation wurde bereits in ,,Drahtlose Kommunikation“ (S. 553) erwéhnt.
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Die Konfiguration dieser Protokolle auf den Mobiltelefonen selbst wird in den entspre-
chenden Handbiichern beschrieben.

Unterstiitzung fiir die Synchronisierung mit Handheld-Geréten von Palm, Inc., ist bereits
in Evolution und Kontact integriert. Die erstmalige Verbindung mit dem Gerit erfolgt
in beiden Féllen problemlos mit der Unterstiitzung durch einen Assistenten. Sobald die
Unterstiitzung fiir Palm Pilots konfiguriert wurde, miissen Sie bestimmen, welche Art
von Daten synchronisiert werden soll (Adressen, Termine usw.). Weitere Informationen
hierzu finden Sie unter GNOME User Guide (t GNOME User Guide) und KDE User
Guide (1 KDE User Guide).

Eine ausgereiftere Losung zur Synchronisierung ist mit dem Programm opensync
verfiigbar (siehe die Pakete libopensync, msynctool sowie die entsprechenden Plug-Ins
fiir die verschiedenen Gerite).

30.4 Weiterfiihrende Informationen

Die zentrale Informationsquelle fiir alle Fragen in Bezug auf mobile Gerite und Linux
isthttp://tuxmobil.org/. Verschiedene Bereiche dieser Website befassen sich
mit den Hardware- und Software-Aspekten von Notebooks, PDAs, Mobiltelefonen und
anderer mobiler Hardware.

Einen dhnlichen Ansatz wie den unter http://tuxmobil.org/, finden Sie auch

unter http://www.linux—-on-laptops.com/. Hier finden Sie Informationen
zu Notebooks und Handhelds.

SUSE unterhilt eine deutschsprachige Mailingliste, die sich mit dem Thema Notebooks
befasst. Weitere Informationen hierzu finden Sie unter http://lists.opensuse
.org/opensuse-mobile—de/. In dieser Liste diskutieren Benutzer alle Aspekte
der mobilen Computernutzung mit openSUSE. Einige Beitrdge sind auf Englisch, doch
der grofite Teil der archivierten Informationen liegt in deutscher Sprache vor. http: //
lists.opensuse.org/opensuse-mobile/ ist fiir Beitrdge in englischer
Sprache vorgesehen.

Informationen iiber OpenSync finden Sie auf http://en.opensuse.org/
OpensSync.
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Energieverwaltung

Die Energieverwaltung ist insbesondere bei Notebook-Computern von gro3er Wichtig-
keit, sie ist jedoch auch fiir andere Systeme sinnvoll. ACPI (Advanced Configuration
& Power Interface) ist auf allen modernen Computern (Laptops, Desktops, Server)
verfligbar. Fiir Energieverwaltungstechnologien sind geeignete Hardware- und BIOS-
Routinen erforderlich. Die meisten Notebooks und modernen Desktops und Server
erfiillen diese Anforderungen. Es ist aulerdem moglich, die CPU-Frequenzskalierung
zu steuern, um Energie zu sparen oder den Gerduschpegel zu senken.

31.1 Energiesparfunktionen

Energiesparfunktionen sind nicht nur fiir die mobile Verwendung von Notebooks von
Bedeutung, sondern auch fiir Desktop-Systeme. Die Hauptfunktionen und ihre Verwen-
dung im ACPI sind:

Standby
Nicht unterstiitzt.

Stromsparmodus (in Speicher)
In diesem Modus wird der gesamte Systemstatus in den RAM geschrieben.
AnschlieBend wird das gesamte System mit Ausnahme des RAM in den Ruhezu-
stand versetzt. In diesem Zustand verbraucht der Computer sehr wenig Energie.
Der Vorteil dieses Zustands besteht darin, dass innerhalb weniger Sekunden die
Arbeit nahtlos wieder aufgenommen werden kann, ohne dass ein Booten des Systems
oder ein Neustart der Anwendungen erforderlich ist. Diese Funktion entspricht
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ACPI-Zustand S3. Die Unterstiitzung fiir diesen Zustand befindet sich noch in der
Entwicklungsphase und hidngt daher weitgehend von der Hardware ab.

Tiefschlaf (Suspend to Disk)
In diesem Betriebsmodus wird der gesamte Systemstatus auf die Festplatte
geschrieben und das System wird von der Energieversorgung getrennt. Es muss
eine Swap-Partition vorhanden sein, die mindestens die Grofie des RAM hat, damit
alle aktiven Daten geschrieben werden kdnnen. Die Reaktivierung von diesem
Zustand dauert ungefdhr 30 bis 90 Sekunden. Der Zustand vor dem Suspend-Vor-
gang wird wiederhergestellt. Einige Hersteller bieten Hybridvarianten dieses Modus
an, beispielsweise RediSafe bei IBM Thinkpads. Der entsprechende ACPI-Zustand
ist S4. In Linux wird "suspend to disk" tiber Kernel-Routinen durchgefiihrt, die
von ACPI unabhingig sind.

Akku-Uberwachung
ACPI iiberpriift den Akkuladestatus und stellt entsprechende Informationen bereit.
AuBlerdem koordiniert es die Aktionen, die beim Erreichen eines kritischen Lade-
status durchzufiihren sind.

Automatisches Ausschalten
Nach dem Herunterfahren wird der Computer ausgeschaltet. Dies ist besonders
wichtig, wenn der Computer automatisch heruntergefahren wird, kurz bevor der
Akku leer ist.

Steuerung der Prozessorgeschwindigkeit
In Verbindung mit der CPU gibt es drei Moglichkeiten, Energie zu sparen: Frequenz-
und Spannungsskalierung (auch PowerNow! oder Speedstep), Drosselung und
Versetzen des Prozessors in den Ruhezustand (C-Status). Je nach Betriebsmodus
des Computers konnen diese Methoden auch kombiniert werden.

31.2 Advanced Configuration & Power
Interface (ACPI)

Die ACPI (erweiterte Konfigurations- und Energieschnittstelle) wurde entwickelt, um
dem Betriebssystem die Einrichtung und Steuerung der einzelnen Hardware-Kompo-

nenten zu ermoglichen. ACPI 16st sowohl Power-Management Plug and Play (PnP) als
auch Advanced Power Management (APM) ab. Diese Schnittstelle bietet Informationen
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zu AKkku, Netzteil, Temperatur, Ventilator und Systemereignissen wie "Deckel schlie3en"
oder "Akku-Ladezustand niedrig".

Das BIOS bietet Tabellen mit Informationen zu den einzelnen Komponenten und
Hardware-Zugriffsmethoden. Das Betriebssystem verwendet diese Informationen fiir
Aufgaben wie das Zuweisen von Interrupts oder das Aktivieren bzw. Deaktivieren von
Komponenten. Da das Betriebssystem die in BIOS gespeicherten Befehle ausfiihrt,
hingt die Funktionalitit von der BIOS-Implementierung ab. Die Tabellen, die ACPI
erkennen und laden kann, werden in /var/log/boot .msg gemeldet. Weitere
Informationen zur Fehlersuche bei ACPI-Problemen finden Sie in Abschnitt 31.2.3,
,Fehlersuche” (S. 564).

31.2.1 Steuern der CPU-Leistung

Mit der CPU sind Energieeinsparungen auf drei verschiedene Weisen moglich:
+ Frequenz- und Spannungsskalierung (S. 562)

+ Drosseln der Taktfrequenz (T-Status) (S. 563)

+ Versetzen des Prozessors in den Ruhezustand (C-Status) (S. 563)

Je nach Betriebsmodus des Computers konnen diese Methoden auch kombiniert werden.
Energiesparen bedeutet auch, dass sich das System weniger erhitzt und die Ventilatoren
seltener in Betrieb sind.

Frequenzskalierung und Drosselung sind nur relevant, wenn der Prozessor belegt ist,
da der sparsamste C-Zustand ohnehin gilt, wenn sich der Prozessor im Wartezustand
befindet. Wenn die CPU belegt ist, ist die Frequenzskalierung die empfohlene Energie-
sparmethode. Haufig arbeitet der Prozessor nur im Teillast-Betrieb. In diesem Fall kann
er mit einer niedrigeren Frequenz betrieben werden. Im Allgemeinen empfiehlt sich
die dynamische Frequenzskalierung mit Steuerung durch den On-Demand-Governor
im Kernel.

Drosselung sollte nur als letzter Ausweg verwendet werden, um die Betriebsdauer des
Akkus trotz hoher Systemlast zu verlingern. Einige Systeme arbeiten bei zu hoher
Drosselung jedoch nicht reibungslos. Aulerdem hat die CPU-Drosselung keinen Sinn,
wenn die CPU kaum ausgelastet ist.
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Frequenz- und Spannungsskalierung

ADM und Intel bezeichnen diese Technologie als PowerNow! und Speedstep. Doch
auch in die Prozessoren anderer Hersteller ist diese Technologie integriert. Taktfrequenz
und Kernspannung der CPU werden gleichzeitig verringert, was zu mehr als linearen
Energieeinsparungen fiihrt. Eine Halbierung der Frequenz (halbe Leistung) fiihrt also
dazu, dass wesentlich weniger als die Hilfte der Energie verbraucht wird. Diese Tech-
nologie ist unabhdngig von ACPI.

Es gibt zwei Moglichkeiten, die CPU-Frequenz zu skalieren: iiber den Kernel selbst (-
Infrastruktur mit kernelinternen Governors) oder iiber eine Userspace-Anwendung. Die
kernelinternen Governords sind Richtlinien-Governors, die die CPU-Frequenz anhand
von verschiedenen Kriterien &ndern kénnen (eine Art vorkonfigurierter Energieschemata
fiir die CPU). Die folgenden Governors stehen beim -Subsystem zur Verfiigung:

Performance Governor
Die CPU-Frequenz wird statisch auf den hochstmoéglichen Wert gesetzt, so dass
die maximale Leistung erzielt wird. Dieser Govenor ist folglich nicht auf Energie-
einsparungen ausgerichtet.

Powersave Governor
Die CPU-Frequenz wird statisch auf den niedrigsten moglichen Wert gesetzt. Dies
kann sich erheblich auf das System auswirken, weil das System diese Frequenz
unter keinen Umstidnden iiberschreitet, unabhdngig von der tatsdchlichen Auslastung
der Prozessoren.

On-Demand-Governor
Die Kernel-Implementierung einer Richtlinie fiir die dynamische CPU-Frequenz:
Der Governor {iberwacht die Prozessorauslastung. Sobald ein bestimmter
Schwellwert {iberschritten wird, stellt der Governor die Frequenz auf den héchsten
moglichen Wert ein. Liegt die Auslastung unter dem Schwellwert, wird die
nichstniedrigere Frequenz verwendet. Wenn das System weiterhin nicht voll aus-
gelastet ist, wird die Frequenz weiter gesenkt, bis die niedrigste mogliche Frequenz
eingestellt ist.

Conservative Governor
Dieser Governor passt die Frequenz ebenso wie die On-Demand-Implementierung
je nach der Prozessorauslastung an, jedoch mit dem Unterschied, dass der Strom-
verbrauch eher allmihlich ansteigen kann. Uberschreitet die Prozessorauslastung
einen bestimmten Schwellwert, wechselt der Governor nicht automatisch zur héh-
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csten verfiigbaren Frequenz (wie der On-Demand-Governor), sondern lediglich
zur nachsthoheren verfiigbaren Frequenz.

Die relevanten Dateien fiir die Kernel-Governors befinden sich im Verzeichnis /sys/
devices/system/cpu/cpu*/cpufreq/.Ist der Rechner mit mehreren Prozes-
soren ausgestattet, enthélt das Verzeichnis /sys/devices/system/cpu/ je ein
Unterverzeichnis flir die einzelnen Prozessoren: cpu0, cpul usw. Wenn derzeit der
On-Demand-Governor oder der Conservative Governor im System verwendet wird,
enthilt cpufreq je ein separates Unterverzeichnis fiir diese Governors mit den ent-
sprechenden Parametern.

Drosseln der Taktfrequenz (T-Status)

Bei dieser Technologie wird ein bestimmter Prozentsatz der Taktsignalimpulse fiir die
CPU ausgelassen. Bei einer Drosselung von 25 % wird jeder vierte Impuls ausgelassen.
Bei 87.5 % erreicht nur jeder achte Impuls den Prozessor. Die Energieeinsparungen
sind allerdings ein wenig geringer als linear. Normalerweise wird die Drosselung nur
verwendet, wenn keine Frequenzskalierung verfiligbar ist oder wenn maximale Energie-
einsparungen erzielt werden sollen. Diese Technologie muss auch durch einen
bestimmten Prozess gesteuert werden. Die Systemschnittstelle fiir die Prozessordrosse-
lung (T-Status) lautet /proc/acpi/processor/*/throttling.

Versetzen des Prozessors in den Ruhezustand
(C-Status)

Moderne Prozessoren sind mit verschiedenen Energiesparmodi (C—-Status) ausgestat-
tet. Mithilfe dieser Modi ist ein Prozessor im Leerlauf in der Lage, nicht verwendete
Komponenten abzuschalten und so Energie zu sparen. Das Betriebssystem versetzt den
Prozessor in den Ruhezustand, wenn keine Aktivititen mehr erkannt werden. In diesem
Fall sendet das Betriebssystem ein halt-Kommando an die CPU. Es gibt drei Status-
moglichkeiten: C1, C2 und C3. Im Zustand mit der hochsten Energieeinsparung, C3,
wird sogar die Synchronisierung des Prozessor-Cache mit dem Hauptspeicher angehalten.
Daher ist dieser Zustand nur moglich, wenn der Inhalt des Hauptspeichers von keinem
anderen Gerit iiber Busmaster-Aktivitdten bearbeitet wird. Einige Treiber verhindern
die Verwendung von C3. Der aktuelle Zustand wird unter /proc/acpi/processor/
*/throttling angezeigt.
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31.2.2 Werkzeuge

Zum Anzeigen oder Anpassen der aktuellen Einstellungen fiir das -Subsystems verwen-
den Sie die entsprechenden Tools in cpufrequtils. Nach der Installation des
cpufrequtils-Pakets rufen Sie die -Kernel-Informationen mit cpufreg-info
ab. Mit dem Kommando cpufreg-set bearbeiten Sie die -Einstellungen. Um den
On-Demand-Governor zur Laufzeit zu aktivieren, fiihren Sie beispielsweise das folgende
Kommando als root aus:

cpufreg-set -g ondemand

Weitere Informationen und Angaben zu den verfiighbaren Informationen finden Sie auf
den Man-Seiten coufreg—info und cpufreg-set, oder fithren Sie das Kommando
cpufreg-info --help bzw. cpufreg-set --help aus.

ist ein niitzliches Tool fiir die Uberwachung des Energieverbrauchs. Dieses Tool ist
nach der Installation des power t op-Pakets verfiigbar. Hiermit kénnen Sie die Ursachen
fiir einen unnétig hohen Stromverbrauch ermitteln (z. B. Prozesse, die einen Prozessor
aus dem Leerlaufstatus aktivieren) und die Systemeinstellungen so optimieren, dass
diese Aktivierung unterbleibt. Das Tool unterstiitzt Prozessoren von Intel und AMD.
Weitere Informationen finden Sie auf der -Projektseite unter http: //www
.lesswatts.org/projects/powertop/.

Neben diesen Tools stehen die folgenden ACPI-Dienstprogramme bereit:

» Wenn Sie lediglich Informationen abrufen mochten, beispielsweise den Batteriestand

oder die Temperatur, verwenden Sie das Kommando acpi. Mit acpi --help
erhalten Sie eine Liste der verfiigbaren Optionen.

+ Sollen die ACPI-Tabellen im BIOS bearbeitet werden, installieren Sie das
acpica-Paket.

31.2.3 Fehlersuche

Es gibt zwei verschiedene Arten von Problemen. Einerseits kann der ACPI-Code des
Kernel Fehler enthalten, die nicht rechtzeitig erkannt wurden. In diesem Fall wird eine
Losung zum Herunterladen bereitgestellt. Haufiger werden die Probleme vom BIOS
verursacht. Manchmal werden Abweichungen von der ACPI-Spezifikation absichtlich
in das BIOS integriert, um Fehler in der ACPI-Implementierung in anderen weit ver-
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breiteten Betriebssystemen zu umgehen. Hardware-Komponenten, die ernsthafte Fehler
in der ACPI-Implementierung aufweisen, sind in einer Blacklist festgehalten, die ver-
hindert, dass der Linux-Kernel ACPI fiir die betreffenden Komponenten verwendet.

Der erste Schritt, der bei Problemen unternommen werden sollte, ist die Aktualisierung
des BIOS. Wenn der Computer sich tiberhaupt nicht booten l4sst, kann eventuell einer
der folgenden Bootparameter Abhilfe schaffen:

pci=noacpi
ACPI nicht zum Konfigurieren der PCI-Gerite verwenden.

acpi=ht
Nur eine einfache Ressourcenkonfiguration durchfithren. ACPI nicht fiir andere
Zwecke verwenden.

acpi=off
ACPI deaktivieren.

WARNUNG: Probleme beim Booten ohne ACPI

Einige neuere Computer (insbesondere SMP- und AMD64-Systeme) bendtigen
ACPI zur korrekten Konfiguration der Hardware. Bei diesen Computern kann
die Deaktivierung von ACPI zu Problemen fiihren.

Manchmal ist der Computer durch Hardware gestort, die iber USB oder FireWire
angeschlossen ist. Wenn ein Computer nicht hochfédhrt, stecken Sie nicht benétigte
Hardware aus und versuchen Sie es erneut.

Uberwachen Sie nach dem Booten die Bootmeldungen des Systems mit dem Befehl
dmesg | grep —-2i acpi (oder iiberwachen Sie alle Meldungen, da das Problem
moglicherweise nicht durch ACPI verursacht wurde). Wenn bei der Analyse einer
ACPI-Tabelle ein Fehler auftritt, kann die wichtigste Tabelle — die DSDT (Differentiated
System Description Table) — durch eine verbesserte Version ersetzt werden. In diesem
Fall wird die fehlerhafte DSDT des BIOS ignoriert. Das Verfahren wird in

Abschnitt 31.4.1, ,,ACPI mit Hardware-Unterstiitzung aktiviert, bestimmte Funktionen
sind jedoch nicht verfiigbar” (S. 568) erldutert.

In der Kernel-Konfiguration gibt es einen Schalter zur Aktivierung der ACPI-Fehler-
suchmeldungen. Wenn ein Kernel mit ACPI-Fehlersuche kompiliert und installiert

Energieverwaltung

565



566

wurde, konnen Experten, die nach einem Fehler suchen, mit detaillierten Informationen
unterstiitzt werden.

Wenn Sie Probleme mit dem BIOS oder der Hardware feststellen, sollten Sie stets
Kontakt mit den betreffenden Herstellern aufweisen. Insbesondere Hersteller, die nicht
immer Hilfe fiir Linux anbieten, sollten mit den Problemen konfrontiert werden. Die
Hersteller nehmen das Problem nur dann ernst, wenn sie feststellen, dass eine nennens-
werte Zahl ihrer Kunden Linux verwendet.

Weiterfiihrende Informationen

* http://tldp.org/HOWTO/ACPI-HOWTO/ (detailliertes ACPT HOWTO, enthilt
DSDT-Patches)

* http://www.acpi.info (technische Daten zur Advanced Configuration &
Power Interface)

* http://www.lesswatts.org/projects/acpi/ (das ACPI4Linux-Projekt
von Sourceforge)

* http://acpi.sourceforge.net/dsdt/index.php (DSDT-Patches von
Bruno Ducrot)

31.3 Ruhezustand fiir Festplatte

In Linux kann die Festplatte vollstdndig ausgeschaltet werden, wenn sie nicht benétigt
wird, oder sie kann in einem energiesparenderen oder ruhigeren Modus betrieben werden.
Bei moderenen Notebooks miissen die Festplatten nicht manuell ausgeschaltet werden,
da sie automatisch in einen Sparbetriebsmodus geschaltet werden, wenn sie nicht
benétigt werden. Um die Energieeinsparungen zu maximieren, sollten Sie jedoch einige
der folgenden Verfahren mit dem Kommando hdparm ausprobieren.

Hiermit kénnen verschiedene Festplatteneinstellungen bearbeitet werden. Die Option
—vy schaltet die Festplatte sofort in den Stand-by-Modus. —Y versetzt sie in den Ruhe-
zustand. hdparm —S x fiihrt dazu, dass die Festplatte nach einen bestimmten Inakti-
vitdtszeitraum abgeschaltet wird. Ersetzen Sie x wie folgt: 0 deaktiviert diesen
Mechanismus, sodass die Festplatte kontinuierlich ausgefiihrt wird. Werte von 1 bis
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240 werden mit 5 Sekunden multipliziert. Werte von 241 bis 251 entsprechen 1- bis
11-mal 30 Minuten.

Die internen Energiesparoptionen der Festplatte lassen sich iiber die Option —B steuern.
Wihlen Sie einen Wert 0 (maximale Energieeinsparung) bis 255 (maximaler Durchsatz).
Das Ergebnis hiangt von der verwendeten Festplatte ab und ist schwer einzuschitzen.
Die Gerduschentwicklung einer Festplatte konnen Sie mit der Option —M reduzieren.
Wihlen Sie einen Wert von 128 (ruhig) bis 254 (schnell).

Héufig ist es nicht so einfach, die Festplatte in den Ruhezustand zu versetzen. Bei Linux
fithren zahlreiche Prozesse Schreibvorgidnge auf der Festplatte durch, wodurch diese
wiederholt aus dem Ruhezustand reaktiviert wird. Daher sollten Sie unbedingt verstehen,
wie Linux mit Daten umgeht, die auf die Festplatte geschrieben werden miissen.
Zunichst werden alle Daten im RAM-Puffer gespeichert. Dieser Puffer wird vom
pdf lush-Daemon iiberwacht. Wenn die Daten ein bestimmtes Alter erreichen oder
wenn der Puffer bis zu einem bestimmten Grad gefiillt ist, wird der Pufferinhalt auf die
Festplatte iibertragen. Die Puffergrofie ist dynamisch und héngt von der Grof3e des
Arbeitsspeichers und von der Systemlast ab. Standardmifig werden fiir pdflush kurze
Intervalle festgelegt, um maximale Datenintegritdt zu erreichen. Das Programm tiberpriift
den Puffer alle fiinf Sekunden und schreibt die Daten auf die Festplatte. Die folgenden
Variablen sind interessant:

/proc/sys/vm/dirty_writeback_centisecs
Enthilt die Verzogerung bis zur Reaktivierung eines pdflush-Threads (in Hunderts-
telsekunden).

/proc/sys/vm/dirty_expire_centisecs
Definiert, nach welchem Zeitabschnitt eine schlechte Seite spétestens ausgeschrieben
werden sollte. Der Standardwert ist 3000, was 30 Sekunden bedeutet.

/proc/sys/vm/dirty_background_ratio
Maximaler Prozentsatz an schlechten Seiten, bis pdflush damit beginnt, sie zu
schreiben. Die Standardeinstellung ist 5 %.

/proc/sys/vm/dirty_ratio
Wenn die schlechten Seiten diesen Prozentsatz des gesamten Arbeitsspeichers
iiberschreiten, werden Prozesse gezwungen, wahrend ihres Zeitabschnitts Puffer
mit schlechten Seiten anstelle von weiteren Daten zu schreiben.
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WARNUNG: Beeintrachtigung der Datenintegritdt

Anderungen an den Einstellungen fiir den pdflush-Aktualisierungs-Daemon
gefahrden die Datenintegritat.

Abgesehen von diesen Prozessen schreiben protokollierende Journaling-Dateisysteme,
wie ReiserFS, Ext3, Ext4 und andere ihre Metadaten unabhingig von pdflush,
was ebenfalls das Abschalten der Festplatte verhindert. Um dies zu vermeiden, wurde
eine spezielle Kernel-Erweiterung fiir mobile Gerite entwickelt. Installieren Sie das
laptop-mode-tools-Paket, und beachten Sie die Angaben in der Datei /usr/
src/linux/Documentation/laptops/laptop-mode.txt.

Ein weiterer wichtiger Faktor ist die Art und Weise, wie sich die Programme verhalten.
Gute Editoren beispielsweise schreiben regelmifig verborgene Sicherungskopien der
aktuell bearbeiteten Datei auf die Festplatte, wodurch die Festplatte wieder aktiviert

wird. Derartige Funktionen kdnnen auf Kosten der Datenintegritit deaktiviert werden.

In dieser Verbindung verwendet der Mail-Daemon postfix die Variable

POSTFIX_LAPTOP. Wenn diese Variable auf ja gesetzt wird, greift postfix wesentlich
seltener auf die Festplatte zu.

31.4 Fehlersuche

Alle Fehler- und Alarmmeldungen werden in der Datei /var/log/messages pro-
tokolliert. In den folgenden Abschnitten werden die hdufigsten Probleme behandelt.

31.4.1 ACPI mit Hardware-Unterstiitzung
aktiviert, bestimmte Funktionen sind
jedoch nicht verfiigbar

Falls Probleme mit ACPI auftreten, iiberpriifen Sie, ob die Ausgabe von dmesg ACPI-

spezifische Meldungen enthélt. Fiihren Sie hierzu das Kommando dmesg|grep -1
acpi aus.
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Zur Behebung des Problems kann eine BIOS-Aktualisierung erforderlich sein. Rufen
Sie die Homepage Thres Notebookherstellers auf, suchen Sie nach einer aktualisierten
BIOS-Version und installieren Sie sie. Bitten Sie den Hersteller, die aktuellsten ACPI-
Spezifikationen einzuhalten. Wenn der Fehler auch nach der BIOS-Aktualisierung noch
besteht, gehen Sie wie folgt vor, um die fehlerhafte DSDT-Tabelle im BIOS mit einer
aktualisierten DSDT zu ersetzen:

Prozedur 31.1 Aktualisieren der DSDT-Tabelle im BIOS

Fiir die nachstehende Prozedur miissen die folgenden Pakete installiert sein:
kernel-source, acpicaund mkinitrd.

1 Laden Sie die DSDT fiir Ihr System von der Seite http: //acpi . sourceforge
.net/dsdt/index.php herunter. Priifen Sie, ob die Datei dekomprimiert und
kompiliert ist. Dies wird durch die Dateinamenserweiterung . am1 (ACPI Machine
Language) angezeigt. Wenn dies der Fall ist, fahren Sie mit Schritt 3 fort.

2 Wenn die heruntergeladene Tabelle stattdessen die Dateinamenserweiterung . as1
(ACPI-Quellsprache) aufweist, kompilieren Sie sie mit dem folgenden Kommando:

iasl -sa file.asl

3 Kopieren Sie die (resultierende) Datei DSDT . am1 an einen beliebigen Speicherort
(/etc/DSDT.aml wird empfohlen).

4 Bearbeiten Sie /etc/sysconfig/kernel und passen Sie den Pfad zur DSDT-
Datei entsprechend an.

5 Starten Sie mkinitrd. Immer wenn Sie den Kernel installieren und mkinitrd

verwenden, um eine initrd-Datei zu erstellen, wird die bearbeitete DSDT beim
Booten des Systems integriert und geladen.

31.4.2 CPU-Frequenzsteuerung funktioniert
nicht

Rufen Sie die Kernel-Quellen auf, um festzustellen, ob der verwendete Prozessor
unterstiitzt wird. Moglicherweise ist ein spezielles Kernel-Modul bzw. eine Moduloption
erforderlich, um die CPU-Frequenzsteuerung zu aktivieren. Wenn das
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kernel-source-Paket installiert ist, finden Sie diese Informationen unter /usr/
src/linux/Documentation/cpu-freqg/*.

31.4.3 Suspend und Stand-by funktionieren
nicht

ACPI-Systeme konnen Probleme mit dem Stromspar- und Standby-Modus haben, wenn
die DSDT-Implementierung (BIOS) fehlerhaft ist. Aktualisieren Sie in diesem Fall das
BIOS.

Beim Versuch fehlerhafte Module zu entladen, reagiert das System nicht mehr oder
das Suspend-Ereignis wird nicht ausgeldst. Dies kann auch dann passieren, wenn Sie
keine Module entladen oder Dienste stoppen, die ein erfolgreiches Suspend-Ereignis
verhindern. In beiden Féllen miissen Sie versuchen, das fehlerhafte Modul zu ermitteln,
das den Energiesparmodus verhindert hat. Die Protokolldatei /var/log/pm
—suspend. Llog enthélt ausfiihrliche Informationen tiber die einzelnen Vorginge und
mogliche Fehlerursachen. Andern Sie die Variable SUSPEND_MODULES in /usr/
lib/pm-utils/defaults, um problematische Module vor einem Suspend- oder
Standby-Vorgang zu entladen.

Ausfiihrliche Informationen zur Anderung des Suspend- und Resume-Prozesses finden
Sieunter http://old-en.opensuse.org/Pm—-utilsund http://wiki
.opensuse.org/SDB: Suspend_to_RAM.

31.5 Weiterfiihrende Informationen

* http://www.acpi.info (technische Daten zur Advanced Configuration &
Power Interface)

* http://www.lesswatts.org/projects/acpi/ (das ACPI4Linux-Projekt
von Sourceforge)

* http://acpi.sourceforge.net/dsdt/index.php (DSDT-Patches von
Bruno Ducrot)
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* http://wiki.opensuse.org/SDB: Suspend_to_RAM- Anleitung zur
Einstellung von "Suspend to RAM"

* http://old-en.opensuse.org/Pm-utils— Anleitung zur Anderung des
allgemeinen Suspend-Frameworks
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Wireless LAN

Wireless LANs oder Wireless Local Area Network (WLANs) wurden zu einem
unverzichtbaren Aspekt der mobilen Datenverarbeitung. Heutzutage verfiigen die
meisten Notebooks {iber eingebaute WLAN-Karten. Dieses Kapitel beschreibt, wie Sie
eine WLAN-Karte mit YaST einrichten, Ubertragungen verschliisseln und Tipps und
Tricks nutzen kénnen. Alternativ kénnen Sie den WLAN-Zugriff mit NetworkManager
konfigurieren und verwalten. Detaillierte Informationen finden Sie in Kapitel 5, Ver-
wenden von NetworkManager (1 Start).

32.1 WLAN-Standards

WLAN-Karten kommunieren iiber den 802.11-Standard, der von der IEEE-Organisation
festgelegt wurde. Urspriinglich sah dieser Standard eine maximale Ubertragungsrate
von 2 MBit/s vor. Inzwischen wurden jedoch mehrere Ergdnzungen hinzugefiigt, um
die Datenrate zu erhdhen. Diese Ergdnzungen definieren Details wie Modulation,
Ubertragungsleistung und Ubertragungsraten (siehe Tabelle 32.1, ,,Uberblick {iber
verschiedene WLAN-Standards® (S. 574)). Zusitzlich implementieren viele Firmen
Hardware mit herstellerspezifischen Funktionen oder Funktionsentwiirfen.
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Tabelle 32.1 Uberblick iiber verschiedene WLAN-Standards

Name Band (GHz) Maximale Hinweis
["Jbertraglmgsra-
te (MBit/s)
802.11 Vorldufer 2.4 2 Veraltet; praktisch keine
Endgerite verfiigbar
802.11a 5 54 Weniger anfillig fiir Interfe-
renzen
802.11b 24 11 Weniger iiblich
802.11¢g 24 54 Weit verbreitet, abwirtskom-

patibel mit 11b

802.11n 2.4 und/oder5 300 Common

Altere 802.11-Karten werden nicht von openSUSE® unterstiitzt. Die meisten Karten,
die 802.11a-, 802.11b-, 802.11g- und 802.11n-Versionen verwenden, werden unterstiitzt.
Neuere Karten entsprechen in der Regel dem Standard 802.11n, Karten, die 802.11g
verwenden, sind jedoch noch immer erhiltlich.

32.2 Betriebsmodi

Bei der Arbeit mit drahtlosen Netzwerken werden verschiedene Verfahren und Konfi-
gurationen verwendet, um schnelle, qualitativ hochwertige und sichere Verbindungen
herzustellen. Verschiedene Betriebstypen passen zu verschiedenen Einrichtungen. Die
Auswabhl der richtigen Authentifizierungsmethode kann sich schwierig gestalten. Die
verfiigbaren Verschliisselungsmethoden weisen unterschiedliche Vor- und Nachteile
auf.

Grundsitzlich lassen sich drahtlose Netzwerke in drei Netzwerkmodi klassifizieren:

Modus "Verwaltet" (Infrastrukturmodus) iiber Zugriffspunkt
Verwaltete Netzwerke verfiigen tiber ein verwaltendes Element: den Zugriffspunkt
In diesem Modus (auch als Infrastrukturmodus bezeichnet) laufen alle Verbindungen
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der WLAN-Stationen im Netzwerk iiber den Zugriffspunkt, der auch als Verbindung
zu einem Ethernet fungieren kann.

Ad-hoc Modus (Peer-To-Peer-Netzwerk)
Ad-hoc-Netzwerke weisen keinen Zugriffspunkt auf. Die Stationen kommunizieren
direkt miteinander, daher ist ein Ad-hoc-Netzwerk in der Regel schneller als ein
verwaltetes Netzwerk. Ubertragungsbereich und Anzahl der teilnehmenden Stationen
sind jedoch in Ad-hoc-Netzwerken stark eingeschrénkt. Sie unterstiitzen auch keine
WPA-Authentifizierung. Daher wird gewohnlich ein Zugriffspunkt verwendet. Es
ist sogar moglich, eine WLAN-Karte als Zugriffspunkt zu verwenden. Einige
Karten unterstiitzen diese Funktionen.

Master Modus
Im Master-Modus wird Thre Netzwerkkarte als Zugriffspunkt verwendet. Dies ist
nur moglich, wenn Ihre WLAN-Karte diesen Modus unterstiitzt. Details zu Threr

WLAN-Karte finden Sie unter http://linux-wless.passys.nl.

32.3 Authentifizierung

Da ein drahtloses Netzwerk wesentlich leichter abgehdrt und manipuliert werden kann
als ein Kabelnetzwerk, beinhalten die verschiedenen Standards Authentifizierungs- und
Verschliisselungsmethoden. In der urspriinglichen Version von Standard IEEE 802.11
werden diese Methoden unter dem Begriff WEP (Wired Equivalent Privacy) beschrieben.
Da sich WEP jedoch als unsicher herausgestellt hat (siehe Abschnitt 32.6.3, ,,Sicherheit*
(S. 589)), hat die WLAN-Branche (gemeinsam unter dem Namen Wi-Fi Alliance) die
Erweiterung WPA definiert, bei dem die Schwéchen von WEP ausgemerzt sein sollen.
Der neuere Standard IEEE 802.11i umfasst WPA und einige andere Methoden zur
Authentifizierung und Verschliisselung. [EEE 802.11i wird mitunter auch als WPA2
bezeichnet, da WPA auf der Entwurfsversion von 802.11i basiert.

Um sicherzugehen, dass nur authentifizierte Stationen eine Verbindung herstellen
konnen, werden in verwalteten Netzwerken verschiedene Authentifizierungsmechanis-
men verwendet.

Keine (offen)
Ein offenes System ist ein System, bei dem keinerlei Authentifizierung erforderlich
ist. Jede Station kann dem Netzwerk beitreten. Dennoch kann die WEP-Verschliis-
selung verwendet werden (siehe Abschnitt 32.4, ,,Verschliisselung® (S. 577)).
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Gemeinsamer Schliissel (gemil3 IEEE 802.11)

In diesem Verfahren wird der WEP-Schliissel zur Authentifizierung verwendet.
Dieses Verfahren wird jedoch nicht empfohlen, da es den WEP-Schliissel anfalliger
fiir Angriffe macht. Angreifer miissen lediglich lang genug die Kommunikation
zwischen Station und Zugriffspunkt abhoren. Wahrend des Authentifizierungsvor-
gangs tauschen beide Seiten dieselben Informationen aus, einmal in verschliisselter,
und einmal in unverschliisselter Form. Dadurch kann der Schliissel mit den geeig-
neten Werkzeugen rekonstruiert werden. Da bei dieser Methode der WEP-Schliissel
fiir Authentifizierung udn Verschliisselung verwendet wird, wird die Sicherheit
des Netzwerks nicht erhoht. Eine Station, die {iber den richtigen WEP-Schliissel
verfiigt, kann Authentifizierung, Verschliisselung und Entschliisselung durchfiihren.
Eine Station, die den Schliissel nicht besitzt, kann keine empfangenden Pakete
entschliisseln. Sie kann also nicht kommunizieren, unabhédngig davon, ob sie sich
authentifizieren musste.

WPA-PSK (oder WPA-Personal, gemafl IEEE 802.1x)

WPA-PSK (PSK steht fiir "preshared key") funktioniert dhnlich wie das Verfahren
mit gemeinsamen Schliissel. Alle teilnehmenden Stationen sowie der Zugriffspunkt
benétigen denselben Schliissel. Der Schliissel ist 256 Bit lang und wird normaler-
weise als Passwortsatz eingegeben. Dieses System benétigt keine komplexe
Schliisselverwaltung wie WPA-EAP und ist besser fiir den privaten Gebrauch
geeignet. Daher wird WPA-PSK zuweilen als WPA "Home" bezeichnet.

WPA-EAP (oder WPA-Enterprise, gemafl IEEE 802.1x)
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Eigentlich ist WPA-EAP (Extensible Authentication Protocol) kein Authentifizie-
rungssystem, sondern ein Protokoll fiir den Transport von Authentifizierungsinfor-
mationen. WPA-EAP dient zum Schutz drahtloser Netzwerke in Unternehmen.
Bei privaten Netzwerken wird es kaum verwendet. Aus diesem Grund wird WPA-
EAP zuweilen als WPA "Enterprise" bezeichnet.

WPA-EAP benoétigt einen Radius-Server zur Authentifizierung von Benutzern.
EAP bietet drei verschiedene Verfahren zur Verbindungsherstellung und Authenti-
fizierung beim Server:

+ Transport Layer Security (EAP-TLS): TLS-Authentifizierung beruht auf dem
gegenseitigen Austausch von Zertifikaten fiir Server und Client. Zuerst legt der
Server sein Zertifikat dem Client vor, der es auswertet. Wenn das Zertifikat als
gliltig betrachtet wird, legt im Gegenzug der Client sein eigenes Zertifikat dem
Server vor. TLS ist zwar sicher, erfordert jedoch eine funktionierende Infrastruk-



tur zur Zertifikatsverwaltung im Netzwerk. Diese Infrastruktur ist in privaten
Netzwerken selten gegeben.

+ Tunneled Transport Layer Security (EAP-TTSL)

+ Protected Extensible Authentication Protocol (EAP-PEAP): Sowohl TTLS als
auch PEAP stellen zweistufige Protokolle dar. In der ersten Stufe wird eine
sichere Verbindung hergestellt und in der zweiten werden die Daten zur Client-
Authentifizierung ausgetauscht. Sie erfordern einen wesentlich geringeren Zer-
tifikatsverwaltungs-Overhead als TLS, wenn iiberhaupt.

32.4 Verschliisselung

Es gibt verschiedene Verschliisselungsmethoden, mit denen sichergestellt werden soll,
dass keine nicht autorisierten Personen die in einem drahtlosen Netzwerk ausgetauschten
Datenpakete lesen oder Zugriff auf das Netzwerk erlangen kénnen:

WEP (in IEEE 802.11 definiert)
Dieser Standard nutzt den Verschliisselungsalgorithmus RC4, der urspriinglich
eine Schliisselldnge von 40 Bit aufwies, spiter waren auch 104 Bit moglich. Die
Lange wird haufig auch als 64 Bit bzw. 128 Bit angegeben, je nachdem, ob die
24 Bit des Initialisierungsvektors mitgezahlt werden. Dieser Standard weist jedoch
eigene Schwichen auf. Angriffe gegen von diesem System erstellte Schliissel
konnen erfolgreich sein. Nichtsdestotrotz ist es besser, WEP zu verwenden, als das
Netzwerk iiberhaupt nicht zu verschliisseln.

Einige Hersteller haben "Dynamic WEP" implementiert, das nicht dem Standard
entspricht. Es funktioniert exakt wie WEP und weist dieselben Schwiéchen auf],
auller dass der Schliissel regelmafig von einem Schliisselverwaltungsdienst geAndert
wird.

TKIP (in WPA/IEEE 802.11i definiert)
Dieses im WPA-Standard definierte Schliisselverwaltungsprotokoll verwendet
denselben Verschliisselungsalgorithmus wie WEP, weist jedoch nicht dessen
Schwichen auf. Da fiir jedes Datenpaket ein neuer Schliissel erstellt wird, sind
Angriffe gegen diese Schliissel vergebens. TKIP wird in Verbindung mit WPA-
PSK eingesetzt.
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CCMP (in IEEE 802.11i definiert)
CCMP beschreibt die Schliisselverwaltung. Normalerweise wird sie in Verbindung
mit WPA-EAP verwendet, sie kann jedoch auch mit WPA-PSK eingesetzt werden.
Die Verschliisselung erfolgt gemaf AES und ist starker als die RC4-Verschliisselung
des WEP-Standards.

32.5 Konfiguration mit YaST

WICHTIG: Sicherheitsrisiken in drahtlosen Netzwerken.

Bei nicht verschlisselten WLAN-Verbindungen kénnen Dritte alle Netzwerkdaten
abfangen. Schiitzen Sie Ihren Netzwerkverkehr unbedingt mit einer der unter-
stitzten Methoden zur Authentifizierung und Verschliisselung,.

Verwenden Sie die bestmogliche Verschliisselungsmethode, die Ihre Hardware
zuldsst. Eine bestimmte Verschlisselungsmethode muss jedoch von allen
Geraten im Netzwerk unterstiitzt werden. Andernfalls kdnnen die Gerate nicht
miteinander kommunizieren. Wenn lhr Router z. B. sowohl WEP als auch WPA,
der Treiber fiir lhre WLAN-Karte jedoch nur WEP unterstiitzt, stellt WEP den
kleinsten gemeinsamen Nenner dar, den Sie verwenden kdnnen. Doch selbst
eine schwache Verschlisselung mit WEP ist besser als gar keine. Weitere
Informationen hierzu erhalten Sie in Abschnitt 32.4, ,,Verschlisselung® (S. 577)
und Abschnitt 32.6.3, ,,Sicherheit® (5. 589).

Um ein WLAN mit YaST zu konfigurieren, miissen folgende Parameter definiert werden:

IP-Adresse
Verwenden Sie entweder eine statische IP-Adresse oder nehmen Sie mit einem
DHCP-Server eine dynamische Zuweisung einer IP-Adresse zur Schnittstelle vor.

Betriebsmodus
Definiert, wie Ihr Rechner abhingig von der Netzwerktopologie in ein WLAN
integriert wird. Hintergrundinformationen zu erhalten Sie in Abschnitt 32.2,
,,Betriebsmodi“ (S. 574).

Netzwerkname (ESSID)
Eindeutige Zeichenkette zur Identifizierung eines Netzwerks.
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Details zur Authentifizierung und Verschliisselung

Abhingig von der von IThrem Netzwerk verwendeten Authentifizierungs- und
Verschliisselungsmethode muss mindestens ein Schliissel bzw. Zertifikat eingegeben
werden.

Zur Eingabe der entsprechenden Schliissel stehen verschiedene Eingabeoptionen
zur Verfligung: Passphrase, ASCII (nur flir WEP-Authentifizierungsmethoden
verfligbar) und Hexadezimal.

32.5.1 Deaktivieren von NetworkManager

Eine WLAN-Karte wird gewohnlich wahrend der Installation erkannt. Handelt es sich
bei Ihrem Rechner um einen mobilen Computer, wird NetworkManager im Normalfall
standardméaBig aktiviert. Wenn Sie IThre WLAN-Karte stattdessen mit YaST konfigurieren
mochten, miissen Sie NetworkManager zundchst deaktivieren:

1

2

Starten Sie YaST als root.

Wihlen Sie in YaST Control Center Netzwerkgerdte > Netzwerkeinstellungen, um
das Dialogfeld Netzwerkeinstellungen zu 6ffnen.

Wird Thr Netzwerk zurzeit von NetworkManager gesteuert, wird eine Warnmeldung
mit dem Hinweis angezeigt, dass die Netzwerkeinstellungen von YaST nicht bear-
beitet werden konnen.

Zum Aktivieren der Bearbeitung mit YaST beenden Sie die Meldung durch Klicken
auf OK und aktivieren Sie auf dem Karteireiter Globale Optionen die Option Tradi-
tionelle Methode mit ifup.

Zur weiteren Konfiguration fahren Sie mit Abschnitt Abschnitt 32.5.2, ,, Konfigura-
tion fiir Zugriffspunkte“ (S. 580) oder Abschnitt 32.5.3, , Einrichten eines Ad-hoc-
Netzwerks® (S. 585) fort.

Bestitigen Sie andernfalls Thre Anderungen mit OK, um die Netzwerkkonfiguration
zu schreiben.
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32.5.2 Konfiguration fir Zugriffspunkte

In diesem Abschnitt erfahren Sie, wie Sie Ihre WLAN-Karte fiir die Verbindung mit
einem (externen) Zugriffspunkt konfigurieren bzw. wie Sie Thre WLAN-Karte als
Zugriffspunkt verwenden (sofern diese Funktion von Threr WLAN-Karte unterstiitzt
wird). Informationen zur Konfiguration von Netzwerken ohne Zugriffspunkt finden
Sie unter Abschnitt 32.5.3, , Einrichten eines Ad-hoc-Netzwerks® (S. 585).

Prozedur 32.1 Konfigurieren Ihrer WLAN-Karte zur Verwendung eines
Zugriffspunkts

1 Starten Sie YaST und 6ffnen Sie das Dialogfeld Netzwerkeinstellungen.

2 Wechseln Sie zur Registerkarte Ubersicht, auf der alle vom System erkannten
Netzwerkkarten aufgelistet sind. Wenn Sie weitere Informationen iiber die allgemeine
Netzwerkkonfiguration bendtigen, schlagen Sie unter Abschnitt 21.4, ,,Konfigurieren
von Netzwerkverbindungen mit YaST* (S. 364) nach.

3 Waihlen Sie die drahtlose Karte aus der Liste aus und klicken Sie auf Bearbeiten,
um das Dialogfeld "Einrichten von Netzwerkkarten" zu 6ffnen.

4 Legen Sie auf dem Karteireiter Adresse fest, ob eine dynamische oder eine statische
IP-Adresse fiir den Rechner verwendet werden soll. In den meisten Fillen ist die
Dynamische Adresse mit DHCP geeignet.

5 Kilicken Sie auf Weiter, um mit dem Dialogfeld Konfiguration der drahtlosen Netz-
werkkarte fortzufahren.

6 Um Ihre WLAN-Karte zur Verbindung mit einem Zugriffspunkt zu verwenden,
legen Sie den Betriebsmodus auf Verwaltet fest.

Falls Sie Thre WLAN-Karte hingegen als Zugriffspunkt verwenden mdchten, legen
Sie den Betriebsmodus auf Master fest. Beachten Sie, dass dieser Modus nicht von
allen WLAN-Karten unterstiitzt wird.

ANMERKUNG: Verwenden von WPA-PSK oder WPA-EAP

Bei Verwendung der Authentifizierungsmethode WPA-PSK oder WPA-EAP
muss der Betriebsmodus auf Verwaltet eingestellt sein.
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7 Zum Herstellen einer Verbindung mit einem bestimmten Netzwerk geben Sie den
entsprechenden Netzwerknamen (ESSID) ein. Sie konnen stattdessen auch auf Netz-
werk durchsuchen klicken und ein Netzwerk in der Liste der verfiigbaren drahtlosen
Netzwerke auswahlen.

Alle Stationen in einem drahtlosen Netzwerk benétigen dieselbe ESSID zur Kom-
munikation untereinander. Ist keine ESSID angegeben, stellt Thre WLAN-Karte
automatisch eine Verbindung zu dem Zugriffspunkt mit der besten Signalstéirke her.

ANMERKUNG: Notwendigkeit der ESSID fiir die WPA-Authentifizierung

Bei Auswahl der WPA-Authentifizierung muss ein Netzwerkname (ESSID)
festgelegt werden.

8 Wihlen Sie einen Authentifizierungsmodus fiir Ihr Netzwerk aus. Welcher Modus
geeignet ist, hdngt vom Treiber Threr WLAN-Karte und von der Fihigkeit der
anderen Gerite im Netzwerk ab.

9 Wenn Sie den Authentifizierungsmodus auf Keine Verschliisselung festgelegt haben,
schliefen Sie die Konfiguration durch Klicken auf Weiter ab. Bestétigen Sie die
Meldung zu diesem potenziellen Sicherheitsrisiko und verlassen Sie den Karteireiter
Ubersicht (iiber die neu konfigurierte WLAN-Karte) durch Klicken auf OK.

Wenn Sie eine der anderen Authentifizierungsmodi ausgewdhlt haben, fahren Sie
mit Prozedur 32.2, ,,Eingeben der Verschliisselungsdetails® (S. 582) fort.
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Abbildung 32.1 YaST: Konfigurieren der WLAN-Karte

Konfiguration der drahtlosen Netzwerkkarte
Nehmen Sie hier die wichtigsten Einstellungen filr Funknetzwerke vor, Weitere

Einstellungen fiir Funkgerite
Betriehsmodus:

Verwaltet v

Netzwerkname (ESSID)

testNET] | Metzwerk durchsuchen

Authentifizizrungsmodus

WEP - Gemeinsamer Schliissel v

Schlisselart
© Passphrase ASCI Hexadezimal

Werschllisselungs-Key

Einstellungen fur Experten | | WEP-Schlussel

Hilfe Abbrechen Zuriick Weiter

Prozedur 32.2 Eingeben der Verschliisselungsdetails

Fiir die folgenden Authentifizierungsmethoden ist ein Verschliisselungs-Key erforderlich:
WEP - Offen, WEP - Gemeinsamer Schliissel und WPA-PSK.

Fiir WEP ist im Normalfall nur ein Schliissel erforderlich. Sie kdnnen jedoch fiir Thre
Station bis zu 4 verschiedene WEP-Schliissel definieren. Einer der Schliissel muss als
Standardschliissel festgelegt werden und wird fiir die Verschliisselung verwendet. Die
anderen dienen zur Entschliisselung. Standardmafig wird eine Schliissellinge von 128-
Bit verwendet. Sie konnen die Linge jedoch auch auf 64-Bit festlegen.

Zur Verbesserung der Sicherheit verwendet WPA-EAP einen RADIUS-Server zur
Benutzerauthentifizierung. Zur serverseitigen Authentifizierung sind drei verschiedene
Methoden verfiligbar: TLS, TTLS und PEAP. Die fiir WPA-EAP erforderlichen
Berechtigungsnachweise und Zertifikate hingen davon ab, welche Authentifizierungs-
methode fiir den RADIUS-Server verwendet wird. Die benétigten Informationen und
Berechtigungsnachweise erhalten Sie von Threm Systemadministrator. YaST sucht
unter /etc/cert nach einem Zertifikat. Speichern Sie daher die erhaltenen Zertifikate
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an diesem Ort und schrinken Sie den Zugriff zu diesen Dateien auf 0600 (Lese- und
Schreibzugrift des Eigentiimers) ein.

1 So geben Sie den Schliissel fiir WEP - Offen oder WEP - Gemeinsamer Schliissel

em:

1a

1b

1c

1d

Te

Legen Sie die Schliisselart entweder auf Passphrase, ASCII oder Hexadezimal
fest.

Geben Sie den entsprechenden Verschliisselungs-Key ein (im Normalfall wird
nur ein Schliissel verwendet):

Bei Auswahl von Passphrase geben Sie ein Wort oder eine Zeichenkette ein,
mit dem bzw. der ein Schliissel mit der angegebenen Schliissellinge (stan-
dardmifig 128-Bit) generiert wird.

ASCII erfordert die Eingabe von 5 Zeichen fiir einen 64-Bit-Schliissel und
von 13 Zeichen fiir einen 128-Bit-Schliissel.

Bei Hexadezimal geben Sie 10 Zeichen fiir einen 64-Bit-Schliissel bzw. 26
Zeichen fiir einen 128-Bit-Schliissel in Hexadezimalnotation ein.

Zum Anpassen der Schliissellinge an eine niedrigere Bitrate (u. U. fiir dltere
Hardware erforderlich) klicken Sie auf WEP-Schliissel und legen Sie die
Schliissellinge auf 64 Bit fest. Im Dialogfeld WEP-Schliissel werden au3erdem
die WEP-Schliissel angezeigt, die bis dahin eingegeben wurden. Sofern kein
anderer Schliissel explizit als Standard festgelegt wurde, verwendet YaST
immer den ersten Schliissel als Standardschliissel.

Um weitere Schliissel fiir WEP einzugeben (oder einen der Schliissel zu
andern), wihlen Sie den entsprechenden Eintrag aus und klicken Sie auf
Bearbeiten. Wiéhlen Sie die Schliisselart aus und geben Sie den Schliissel
ein.

Bestitigen Sie die Anderungen mit OK.

2 So geben Sie einen Schliissel fiir WPA-PSK ein:

2a

Wihlen Sie die Eingabemethode Passphrase oder Hexadezimal aus.
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2b

Geben Sie den entsprechenden Verschliisselungs-Key ein.

Im Modus Passwortsatz muss die Eingabe 8 bis 63 Zeichen betragen. Im
Modus Hexadezimal geben Sie 64 Zeichen ein.

3 Bei Auswahl der WPA-EAP-Authentifizierung klicken Sie auf Weiter, um zum
Dialogfeld WPA-EAP zu wechseln. Geben Sie hier die Berechtigungsnachweise und
Zertifikate ein, die Sie von Threm Netzwerkadministrator erhalten haben.

3a

3b

3c

3d

3e

Wihlen Sie den EAP-Modus aus, der vom RADIUS-Server zur Authentifizie-
rung verwendet wird. Die im Folgenden einzugebenden Details hdngen vom
ausgewahlten EAP-Modus ab.

Geben Sie fiir TLS Identitdt, Client-Zertifikat, Client-Schliissel und Client-
Schliissel-Passwort an. Zur Verbesserung der Sicherheit konnen Sie aulerdem
ein Server-Zertifikat konfigurieren, mit dem die Authentizitit des Servers
validiert wird.

Fiir TTLS und PEAP sind Identitdt und Passwort erforderlich, wihrend Ser-
ver-Zertifikat und Anonyme Identitdit optional sind.

Klicken Sie auf Details, um im Dialogfeld fiir die erweiterte Authentifizierung
Daten fiir Ihre WPA-EAP-Einrichtung einzugeben.

Wihlen Sie die Authentifizierungsmethode fiir die zweite Phase der EAP-
TTLS- oder EAP-PEAP-Kommunikation (innere Authentifizierung) aus. Die
verfiigharen Methoden hdngen von der Authentifizierungsmethode fiir den
RADIUS-Server ab, die Sie im vorherigen Dialogfeld ausgewahlt haben.

Wenn die automatisch festgelegte Einstellung nicht ausreicht, wihlen Sie
eine bestimmte PEAP-Version, um die Verwendung einer spezifischen PEAP-
Installation zu erzwingen.

4 Bestitigen Sie die Anderungen mit OK. Der Karteireiter Ubersicht zeigt die Details
Ihrer neu konfigurierten WLAN-Karte.

5 Kilicken Sie auf OK, um die Konfiguration abzuschlieen und das Dialogfeld zu
schlieen.
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32.5.3 Einrichten eines Ad-hoc-Netzwerks

In einigen Fillen ist es sinnvoll, zwei Computer zu verbinden, die mit einer WLAN-
Karte ausgestattet sind. So richten Sie ein Ad-hoc-Netzwerk mit YaST ein:

1

2

Starten Sie YaST und 6ffnen Sie das Dialogfeld Netzwerkeinstellungen.

Wechseln Sie zum Karteireiter Ubersicht, wihlen Sie Ihre drahtlose Karte in der
Liste aus und klicken Sie auf Bearbeiten, um das Dialogfeld Netzwerkkarte ein-
richten zu 6ffnen.

Wihlen Sie Statisch zugewiesene IP-Adresse und geben Sie die folgenden Daten
ein:

* IP-Adresse: 192.168.1.1. Andern Sie diese Adresse auf dem zweiten
Computer beispielsweise zu 192.168.1.2.

* Subnetz-Maske: /24

» Hostname: Wihlen Sie einen Namen nach Belieben.

Fahren Sie mit Weiter fort.
Legen Sie den Betriebsmodus auf Ad-hoc fest.

Wihlen Sie einen Netzwerknamen (ESSID). Dies kann ein beliebiger Name sein,
jedoch muss er auf jedem Computer des Ad-hoc-Netzwerks benutzt werden.

Wihlen Sie einen Authentifizierungsmodus fiir Ihr Netzwerk aus. Welcher Modus
geeignet ist, hdngt vom Treiber Threr WLAN-Karte und von der Fihigkeit der
anderen Gerite im Netzwerk ab.

Wenn Sie den Authentifizierungsmodus auf Keine Verschliisselung festgelegt
haben, schlieflen Sie die Konfiguration durch Klicken auf Weiter ab. Bestitigen
Sie die Meldung zu diesem potenziellen Sicherheitsrisiko und verlassen Sie den
Karteireiter Ubersicht (iiber die neu konfigurierte WLAN-Karte) durch Klicken
auf OK.
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Wenn Sie eine der anderen Authentifizierungsmodi ausgewahlt haben, fahren Sie
mit Prozedur 32.2, ,Eingeben der Verschliisselungsdetails* (S. 582) fort.

9 Wenn smpppd nicht installiert ist, fordert Sie YaST dazu auf.

10 Konfigurieren Sie die anderen WLAN-Karten im Netzwerk entsprechend mit
dem gleichen Netzwerknamen (ESSID), dem gleichen Authentifizierungsmodus,
jedoch unterschiedlichen IP-Adressen.

32.5.4 Festlegen zusatzlicher
Konfigurationsparameter

Im Normalfall miissen die vorkonfigurierten Einstellungen beim Konfigurieren Ihrer
WLAN-Karte nicht gedndert werden. Wenn Sie jedoch eine detaillierte Konfiguration
Threr WLAN-Verbindung bendtigen, ermoglicht YaST eine Feineinstellung folgender
Optionen:

Channel
Die Angabe eines Kanals, auf dem die WLAN-Station arbeiten sollte. Diese
Angabe ist nur in den Modi Ad-hoc und Master erforderlich. Im Modus Verwaltet
durchsucht die Karte automatisch die verfiigbaren Kandle nach Zugriffspunkten.

Bitrate
Je nach der Leistungsfahigkeit Thres Netzwerks konnen Sie eine bestimmte Bitrate
fiir die Ubertragung von einem Punkt zum anderen festlegen. Bei der Standardein-
stellung, Auto, versucht das System, die hochstmogliche Dateniibertragungsrate
zu verwenden. Einige WLAN-Karten unterstiitzen die Festlegung von Bitraten
nicht.

Zugriffspunkt
In einer Umgebung mit mehreren Zugriffspunkten kann einer davon durch Angabe
der MAC-Adresse vorausgewahlt werden.

Energieverwaltung
Wenn Sie Ihr Notebook unterwegs verwenden, sollten Sie die Akku-Betriebsdauer
mithilfe von Energiespartechnologien maximieren. Die Verwendung der Energie-
verwaltung kann die Verbindungsqualitét beeinflussen und die Netzwerklatenz
erhohen.
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So greifen Sie auf erweiterte Optionen zu:

1

2

Starten Sie YaST und 6ffnen Sie das Dialogfeld Netzwerkeinstellungen.

Wechseln Sie zum Karteireiter Ubersicht, wahlen Sie Ihre drahtlose Karte in der
Liste aus und klicken Sie auf Bearbeiten, um das Dialogfeld Netzwerkkarte einrichten
zu Offnen.

Klicken Sie auf Weiter, um mit dem Dialogfeld Konfiguration der drahtlosen Netz-
werkkarte fortzufahren.

Klicken Sie auf Einstellungen fiir Experten.

Im Modus Ad-hoc miissen Sie einen der angebotenen Kanile (11 bis 14, abhingig
von Threm Land) fiir die Kommunikation zwischen Ihrer Station und den anderen
Stationen auswédhlen. Im Modus Master miissen Sie festlegen, auf welchem Kanal
Ihre Karte die Funktionen des Zugriffspunkts anbieten soll. Die Standardeinstellung
fiir diese Option lautet Aufo.

Wihlen Sie die zu verwendende Bitrate aus.

Geben Sie die MAC-Adresse des Zugriffspunkts ein, mit dem Sie eine Verbindung
herstellen mochten.

Aktivieren bzw. deaktivieren Sie die Option Power-Management verwenden.

Bestitigen Sie Thre Anderungen mit OK und klicken Sie auf Weiter und auf OK, um
die Konfiguration abzuschlief3en.

32.6 Tipps und Tricks zur Einrichtung

eines WLAN

Die folgenden Tools und Tipps kénnen Sie bei der Uberwachung und Verbesserung
der Geschwindigkeit und Stabilitdt sowie von Sicherheitsaspekten unterstiitzen.
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32.6.1 Dienstprogramme

Das Paket wireless—tools enthdlt Dienstprogramme, mit denen Sie Wireless-
LAN-spezifische Parameter festlegen und Statistiken abrufen kénnen. Weitere Informa-
tionen finden Sie unter http://www.hpl.hp.com/personal/Jean
_Tourrilhes/Linux/Tools.html.

kismet (Paket ki smet) ist ein Werkzeug zur Netzwerkdiagnose, mit dem Sie den
WLAN-Paketverkehr {iberwachen kénnen. Auf diese Weise kdnnen Sie auch etwaige
Versuche einer unbefugten Benutzung des Netzwerks durch Dritte feststellen. Weitere
Informationen finden Sie unter http://www.kismetwireless.net/ und auf
der entsprechenden Handbuchseite.

32.6.2 Stabilitat und Geschwindigkeit

Leistungsfahigkeit und Zuverldssigkeit eines drahtlosen Netzwerks hiangen in erster
Linie davon ab, ob die teilnehmenden Stationen ein klares Signal von den anderen
Stationen empfangen. Hindernisse, wie beispielsweise Wande, schwichen das Signal
erheblich ab. Je weiter die Signalstirke sinkt, desto langsamer wird die Ubertragung.
Wihrend des Betriebs konnen Sie die Signalstirke mit dem Dienstprogramm iwconfig
in der Kommandozeile (Feld L.ink—Qualité&t) oder mit dem NetworkManager KDE-
Miniprogramm oder GNOME-Applet iiberpriifen. Bei Problemen mit der Signalqualitéit
sollten Sie versuchen, die Gerite an einer anderen Position einzurichten oder die
Antennen der Zugriffspunkte neu zu positionieren. Hilfsantennen, die den Empfang
erheblich verbessern sind fiir eine Reihe von PCMCIA-WLAN-Karten erhiltlich. Die
vom Hersteller angegebene Rate, beispielsweise 54 MBit/s, ist ein Nennwert, der fiir
das theoretische Maximum steht. In der Praxis betrdgt der maximale Datendurchsatz
nicht mehr als die Halfte dieses Werts.

Mit dem Kommando iwspy kénnen WLAN-Statistiken angezeigt werden:

iwspy wlan0

wlanO Statistics collected:
00:AA:BB:CC:DD:EE : Quality:0 Signal level:0 Noise level:O0
Link/Cell/AP : Quality:60/94 Signal level:-50 dBm Noise level:-140

dBm (updated)
Typical/Reference : Quality:26/94 Signal level:-60 dBm Noise level:-90
dBm
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32.6.3 Sicherheit

Wenn Sie ein drahtloses Netzwerk einrichten mochten, sollten Sie bedenken, dass jeder,
der sich innerhalb der Ubertragungsreichweite befindet, problemlos auf das Netzwerk
zugreifen kann, sofern keine SicherheitsmafSnahmen implementiert sind. Daher sollten
Sie auf jeden Fall eine Verschliisselungsmethode aktivieren. Alle WLAN-Karten und
Zugriffspunkte unterstiitzen WEP-Verschliisselung. Dieses Verfahren bietet zwar keine
absolute Sicherheit, es stellt jedoch durchaus ein Hindernis fiir mogliche Angreifer dar.

Verwenden Sie fiir private Zwecke WPA-PSK, sofern verfiigbar. Linux unterstiitzt
zwar WPA auf den meisten Hardwarekomponenten, jedoch bieten einige Treiber keine
WPA-Unterstiitzung. Diese ist auf dlteren Zugriffspunkten und Routern mit WLAN-
Funktionen méoglicherweise auch nicht verfiigbar. Uberpriifen Sie fiir derartige Gerite,
ob WPA mithilfe eines Firmware-Updates installiert werden kann. Wenn WPA nicht
verfligbar ist, sollten Sie lieber WEP verwenden, als vollig auf Verschliisselung zu
verzichten. Bei Unternehmen mit erh6hten Sicherheitsanforderungen sollten drahtlose
Netzwerke ausschliellich mit WPA betrieben werden.

Verwenden Sie fiir Ihre Authentifizierungsmethode sichere Passworter. Die Webseite
https://www.grc.com/passwords.htm generiert zum Beispiel Zufallspass-
worter mit einer Lange von 64 Zeichen.

32.7 Fehlersuche

Wenn Thre WLAN-Karte nicht automatisch erkannt wird, priifen Sie, ob sie von open-
SUSE unterstiitzt wird. Eine Liste der unterstiitzten WLAN-Netzwerkkarten finden Sie
unter http://en.opensuse.org/HCL:Network_ (Wireless). Wenn Ihre
Karte nicht unterstiitzt wird, ist es moglich, sie mithilfe der Microsoft Windows-Treiber
mit Ndiswrapper funktionsfdhig zu machen. Ausfiihrliche Informationen hierzu finden
Sie unter http://en.opensuse.org/SDB:Ndiswrapper.

Wenn Ihre WLAN-Karte nicht antwortet, iiberpriifen Sie folgende Voraussetzungen:

1. Ist Thnen der Gerdtename der WLAN-Karte bekannt? Dieser lautet in der Regel
wlan0. Uberpriifen Sie den Namen mit dem Tool i fconfig.
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2. Haben Sie sichergestellt, dass die erforderliche Firmware vorhanden ist? Weitere
Informationen finden Siein /usr/share/doc/packages/wireless—tools/
README. firmware.

3. Wird die ESSID Ihres Routers via Broadcast {ibermittelt und ist sie sichtbar (d. h.
nicht versteckt)?

32.7.1 Netzwerkstatus liberpriifen

Mit dem Kommando iwconf i g koénnen Sie niitzliche Informationen zu Ihrer drahtlosen
Verbindung abrufen. Die folgende Zeile gibt zum Beispiel die ESSID, den drahtlosen
Modus, die Frequenz, die Verbindungsqualitit, ob Ihr Signal verschliisselt ist und vieles
mehr an:
iwconfig wlanO
wlan0 TIEEE 802.l1llabg ESSID:"guest"

Mode :Managed Frequency:5.22GHz Access Point: 00:11:22:33:44:55

Bit Rate:54 Mb/s Tx-Power=13 dBm

Retry min limit:7 RTS thr:off Fragment thr:off

Encryption key:off

Power Management:off

Link Quality:62/92 Signal level:-48 dBm Noise level:-127 dBm

Rx invalid nwid:0 Rx invalid crypt:0 Rx invalid frag:0

Tx excessive retries:10 Invalid misc:0 Missed beacon:0

Die gleichen Informationen kénnen Sie auch mit dem Kommando iwlist abrufen.
Die folgende Zeile gibt zum Beispiel die aktuelle Bitrate an:

iwlist wlanO rate
wlanO unknown bit-rate information.
Current Bit Rate=54 Mb/s

Eine Ubersicht iiber die Anzahl der verfiigbaren Zugriffspunkte erhalten Sie auch mit
dem Kommando iwlist. Dieses Kommando ruft eine Liste mit "Zellen" ab, die wie
folgt aussieht:

iwlist wlanO scanning

wlanO Scan completed:
Cell 01 - Address: 00:11:22:33:44:55
Channel: 40

Frequency:5.2 GHz (Channel 40)

Quality=67/70 Signal level=-43 dBm

Encryption key: off

ESSID:"Guest"

Bit Rates: 6 Mb/s; 9 Mb/s; 12 Mb/s; 18 Mb/s;
24 Mb/s; 36 Mb/s; 48 Mb/s
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Mode: Master
Extra:tsf=0000111122223333
Extra: Last beacon: 179ms ago
IE: Unknown: ...

32.7.2 Mehrere Netzwerkgerdte

Moderne Laptops verfiigen normalerweise {iber eine Netzwerkkarte und eine WLAN-
Karte. Wenn Sie beide Gerédte mit DHCP (automatische Adresszuweisung) konfiguriert
haben, kénnen Probleme mit der Namenauflosung und dem Standard-Gateway auftreten.
Dies kénnen Sie daran erkennen, dass Sie dem Router ein Ping-Signal senden, jedoch
nicht das Internet verwenden kdnnen. In der Support-Datenbank finden Sie unter
http://o0ld-en.opensuse.org/SDB:Name_Resolution_Does_Not
_Work_with_Several_Concurrent_DHCP_Clients einen Artikel zu diesem
Thema.

32.7.3 Probleme mit Prism2-Karten

Fiir Geréte mit Prism2-Chips sind mehrere Treiber verfiigbar. Die verschiedenen Karten
funktionieren mit den einzelnen Treibern mehr oder weniger reibungslos. Bei diesen
Karten ist WPA nur mit dem hostap-Treiber moglich. Wenn eine solche Karte nicht
einwandfrei oder iiberhaupt nicht funktioniert oder Sie WPA verwenden mdchten, lesen
Sie nach unter /usr/share/doc/packages/wireless-tools/README
.prism2.

32.8 Weiterfiihrende Informationen

Weitere Informationen finden Sie auf den folgenden Seiten:

http://www.hpl.hp.com/personal/Jean_Tourrilhes/Linux/
Wireless.html
Auf den Internetseiten von Jean Tourrilhes, dem Entwickler der Wireless Tools fiir
Linux finden Sie ein breites Spektrum an niitzlichen Informationen zu drahtlosen
Netzwerken.

tuxmobil.org
Niitzliche und praktische Informationen iiber mobile Computer unter Linux.
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http://www.linux-on—-laptops.com
Weitere Informationen zu Linux auf Notebooks.

http://en.opensuse.org/HCL:Network_ (Wireless)
Listet unterstiitzte WLAN-Netzwerkkarten auf.

http://en.opensuse.org/SDB:Ndiswrapper

Bietet eine Problemumgehung zum Ausfiihren nicht unterstiitzter WLAN-Karten
unter Microsoft Windows mit Ndiswrapper.
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Verwenden von Tablet PCs

openSUSE® wird mit Unterstiitzung fiir Tablet PCs geliefert. Sie erfahren im Folgenden,
wie Sie Thren Tablet PC installieren und konfigurieren. Auflerdem werden Ihnen einige
Linux*-Anwendungen vorgestellt, die die Eingabe {iber digitale Pens akzeptieren.

Die folgenden Tablet PCs werden unterstiitzt:

+ Tablet PCs mit seriellem und USB Wacom Tablet (pen-basiert), Touchscreen- oder
Multi-Touch-Geréte.

+ Tablet PCs mit FinePoint-Gerdten, z. B. Gateway C210X/M280E/CX2724 oder HP
Compaq TC1000.

+ Tablet PCs mit Touchscreen-Geriten, z. B. Asus R2H, Clevo TN120R, Fujitsu Sie-
mens Computers P-Serie, LG C1, Samsung Q1/Q1-Ultra.
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Nach der Installation der Tablet PC-Pakete und der Konfiguration Ihres Grafiktabletts
konnen Sie Thren Pen (auch als Stylus bezeichnet) fiir folgende Aktionen und Anwen-
dungen verwenden:

Anmelden bei KDM oder GDM
Aufheben der Bildschirmsperre auf KDE- und GNOME-Desktops

Aktionen, die auch durch andere Zeigegerite (z. B. Maus oder Touch Pad) ausgeldst
werden konnen, wie das Verschieben des Cursors auf dem Bildschirm, das Starten
von Anwendungen, das Schlie3en, Skalieren und Verschieben von Fenstern, den
Fokuswechsel in ein anderes Fenster oder das Ziehen und Ablegen von Objekten

Verwenden der Bewegungserkennung in Anwendungen des X Window System
Zeichnen mit GIMP

Aufzeichnen von Notizen oder Skizzen mit Anwendungen wie Jarnal oder Xournal
oder Bearbeiten groferer Textmengen mit Dasher

33.1 Installieren der Tablet PC-Pakete

Die fiir Tablet PCs bendtigten Pakete sind im Installationsschema Tab1etPC enthalten
—wenn dieses Schema wihrend der Installation ausgewdhlt wurde, sollten die folgenden
Pakete bereits auf dem System installiert sein:

cellwriter: Eine auf Zeichen basierende Kontrollleiste fiir handschriftliche
Eingabe

jarnal: Eine Java-basierte Anwendung fiir die Aufzeichnung von Notizen
xournal: Eine Anwendung fiir die Aufzeichnung von Notizen und Skizzen
xstroke: Ein Bewegungserkennungsprogramm fiir das X Window System
xvkbd: Eine virtuelle Tastatur fiir das X Window System

x11-input-fujitsu: Das X-Eingabemodul fiir Fujitsu P-Series-Tablets
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* x11l-input—evtouch: Das X-Eingabemodul fiir einige Tablet PCs mit Touchs-
creen

* xorg-xll-driver—-input: Das X-Eingabemodul fiir Eingabegerite, einschlief3-
lich des Moduls fiir Wacom-Geréte.

Falls diese Pakete noch nicht installiert sind, installieren Sie diejenigen Pakete, die Sie
benotigen, manuell {iber die Kommandozeile oder wéhlen Sie das Schema TabletPC
in YaST zur Installation aus.

33.2 Konfigurieren des Tablet-Gerats

Wiéhrend der Installation wird Thr Tablet oder Touch-Gerit standardméBig konfiguriert.
Falls Probleme mit der Konfiguration Ihres Wacom-Gerits auftreten, 4ndern Sie die

Einstellungen mit dem Kommando xsetwacom in der Kommandozeile.

33.3 Verwenden der virtuellen
Tastatur

Zur Anmeldung beim KDE- oder GNOME-Desktop oder zum Entsperren des Bild-
schirms kénnen Sie IThren Benutzernamen und Thr Passwort wie gewohnt eingeben oder
Sie konnen dazu die virtuelle Tastatur (xvkbd) verwenden, die sich unterhalb des
Anmeldefelds befindet. Zur Konfiguration der Tastatur und zum Aufrufen der integrier-
ten Hilfe klicken Sie links unten auf das Feld xvkbd und 6ffnen Sie das xvkbd-Haupt-
mend.

Wenn Ihre Eingabe nicht sichtbar ist (oder nicht an das entsprechende Fenster iibertragen
wird), lenken Sie den Fokus um, indem Sie auf die Fokus-Taste in xvkbd und dann in
das Fenster klicken, das die Tastaturereignisse empfangen soll.
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Abbildung 33.1 Virtuelle Tastatur von xvkbd
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Wenn Sie xvkbd nach der Anmeldung verwenden mdchten, starten Sie es aus dem
Hauptmenii oder iiber das Shell-Kommando xvkbd.

33.4 Drehen der Ansicht

Verwenden Sie KRandRTray (KDE) oder gnome-display-properties (GNOME), um
Ihre Anzeige manuell interaktiv zu drehen oder die Gréfe zu verandern. Sowohl
KRandRTray als auch gnome-display-properties sind Miniprogramme fiir die RANDR-
Erweiterung von X Server.

Starten Sie KRandRTray oder gnome-display-properties im Hauptmenii oder geben
Sie krandrtray oder gnome—display-properties ein, um das Miniprogramm
von einer Shell aus zu starten. Nach dem Starten des Miniprogramms wird das Symbol
fiir das Miniprogramm gewdhnlich zum Systemabschnitt der Kontrollleiste hinzugefiigt.
Wenn das gnome-display-properties-Symbol nicht automatisch im Systemabschnitt der
Kontrollleiste angezeigt wird, stellen Sie sicher, dass Symbole in Kontrollleisten
anzeigen im Dialogfeld Einstellungen fiir Monitorauflosung aktiviert ist.

Zum Drehen Threr Anzeige mit KRandRTray klicken Sie mit der rechten Maustaste auf
das Symbol und wihlen Sie Anzeige konfigurieren. Wihlen Sie die gewiinschte Aus-
richtung im Konfigurations-Dialogfeld aus.

Zum Drehen Ihrer Anzeige mit gnome-display-properties klicken Sie mit der rechten
Maustaste auf das Symbol und wihlen Sie die gewiinschte Ausrichtung aus. Die Ansicht
wird sofort gedreht. Gleichzeitig dndert sich auch die Ausrichtung des Grafiktabletts.
Es kann daher die Bewegungen des Pens nach wie vor richtig interpretieren.
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Bei Problemen mit der Ausrichtung Ihres Desktops finden Sie weitere Informationen
unter Abschnitt 33.7, ,,Fehlersuche® (S. 602).

Weitere Informationen zu den desktopspezifischen Miniprogrammen fiir die RANDR-
Erweiterung finden Sie unter Section “Monitor Settings” (Chapter 3, Customizing Your
Settings, 1 KDE User Guide) und Section “Configuring Screens” (Chapter 3, Customizing
Your Settings, t GNOME User Guide).

33.5 Verwenden der
Bewegungserkennung

openSUSE umfasst CellWriter und xstroke zur Bewegungserkennung. Beide Anwen-
dungen akzeptieren Bewegungen mit dem Stift oder anderen Zeigegeriten als Eingabe
fiir Anwendungen auf dem X Window System.

33.5.1 Verwenden von CellWriter

Mit CellWriter konnen Sie Zeichen in ein Zellraster schreiben — die Eingabe wird sofort
auf Zeichenbasis erkannt. Nachdem Sie die Eingabe beendet haben, kdnnen Sie die
Eingabe an die aktuell fokussierte Anwendung schicken. Bevor Sie CellWriter zur
Bewegungserkennung nutzen kénnen, muss die Anwendung zur Erkennung Threr
Handschrift trainiert werden: Sie miissen jedes Zeichen anhand einer Zeichentabelle
trainieren (nicht trainierte Zeichen werden nicht aktiviert und konnen daher nicht benutzt
werden).

Prozedur 33.1 Trainieren von CellWriter

1 CellWriter starten Sie aus dem Hauptmenii oder von der Kommandozeile mit dem
Kommando cellwriter. Beim ersten Start beginnt CellWriter automatisch im
Trainingsmodus. Im Trainingsmodus wird ein Satz von Zeichen aus der aktuell
ausgewdhlten Tastaturbelegung angezeigt.

2 Fiihren Sie die gewiinschte Bewegung fiir ein Zeichen in der entsprechenden Zelle
des Zeichens aus. Mit der ersten Eingabe dndert der Hintergrund seine Farbe in WeiB,
wéhrend das Zeichen selbst in Hellgrau angezeigt wird. Wiederholen Sie die Bewe-
gung mehrmals, bis das Zeichen in Schwarz angezeigt wird. Nicht trainierte Zeichen
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werden auf hellgrauem oder braunem Hintergrund (abhéngig vom Farbschema auf
dem Desktop) angezeigt.

3 Wiederholen Sie diesen Schritt, bis Sie CellWriter fiir alle benétigten Zeichen trainiert
haben.

4 Wenn Sie CellWriter fiir eine andere Sprache trainieren mochten, klicken Sie auf
die Schaltfliche Setup und wihlen Sie eine Sprache in der Registerkarte Sprachen
aus. Schliefen Sie das Konfigurationsdialogfeld. Klicken Sie auf die Schaltfliche
Train (Trainieren) und wihlen Sie die Zeichentabelle aus dem Dropdown-Feld in
der unteren rechten Ecke des CellWriter-Fensters. Wiederholen Sie nun Ihr Training
fiir die neue Zeichentabelle.

5 Nachdem Sie das Training fiir die Zeichentabelle abgeschlossen haben, klicken Sie
auf die Schaltflache Train (Trainieren), um in den normalen Modus zu wechseln.

Im normalen Modus zeigen die CellWriter-Fenster ein paar leere Zellen, in die die
Bewegungen einzugeben sind. Die Zeichen werden erst dann an eine andere Anwendung
gesendet, wenn Sie auf die Schaltfliche Eingabe klicken. Sie kdnnen also Zeichen
korrigieren oder 16schen, bevor Sie sie als Eingabe verwenden. Zeichen, die mit geringer
Zuverldssigkeit erkannt wurden, werden markiert. Verwenden Sie zur Korrektur Threr
Eingabe das Kontextmenii, das Sie 6ffnen, indem Sie mit der rechten Maustaste in eine
Zelle klicken. Um ein Zeichen zu 16schen, verwenden Sie entweder den Radierer Ihres
Stifts oder klicken Sie mit der mittleren Maustaste, um die Zelle zu 16schen. Wenn Thre
Eingabe in CellWriter beendet ist, definieren Sie die Anwendung, die die Eingabe
empfangen soll, indem Sie in das Fenster der Anwendung klicken. Senden Sie dann
die Eingabe an die Anwendung, indem Sie auf Eingabe klicken.

Abbildung 33.2 Bewegungserkennung mit CellWriter

prainti

|Train| Setup Clear Keys Enter

Wenn Sie auf die Schaltfliche Tasten in CellWriter klicken, erhalten Sie eine virtuelle
Tastastur, die Sie anstelle der Handschrifterkennung verwenden konnen.
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Um CellWriter auszublenden, schlielen Sie das CellWriter-Fenster. Die Anwendung
erscheint nun als Symbol in [hrem Systemabschnitt. Um das Eingabefenster erneut
anzuzeigen, klicken Sie auf das Symbol im Systemabschnitt.

33.5.2 Verwenden von Xstroke

xstroke erkennt Bewegungen des Pens oder anderer Zeigegerite als Eingabe fiir
Anwendungen des X Window System. Das xstroke-Alphabet ist ein mit dem Graffiti*-
Alphabet vergleichbares Unistroke-Alphabet. Wenn aktiviert, sendet xstroke die Eingabe
an das Fenster, das aktuell den Fokus hilt.

1

Starten Sie xstroke aus dem Hauptmenii oder iiber das Shell-Kommando xstroke.
Dadurch wird dem Systemabschnitt der Kontrollleiste ein Bleistiftsymbol hinzugefiigt.

Starten Sie die Anwendung, in die Sie mittels des Pens einen Text eingeben mdchten
(z. B. ein Terminalfenster, einen Texteditor oder einen OpenOffice.org Writer).

Zum Aktivieren der Bewegungserkennung klicken Sie einmal auf das Bleistiftsymbol.

Fiihren Sie auf dem Grafiktablett einige Bewegungen mit dem Pen oder einem
anderen Zeigegeridt aus. xstroke erfasst die Bewegungen und {ibertragt sie als Text
in das fokussierte Anwendungsfenster.

Wenn Sie den Fokus in ein anderes Fenster wechseln mochten, klicken Sie mit dem
Pen auf das betreffende Fenster und warten Sie einen Moment (oder verwenden Sie
dazu das im Kontrollzentrum des Desktops festgelegte Tastenkiirzel).

Zum Deaktivieren der Bewegungserkennung klicken Sie erneut auf das Bleistiftsym-
bol.
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33.6 Aufzeichnen von Notizen und
Skizzen mit dem Pen

Zum Anfertigen von Zeichnungen mit dem Pen kdnnen Sie einen professionellen Gra-
fikeditor wie GIMP oder eine Notizenanwendung wie Xournal oder Jarnal verwenden.
Sowohl mit Xournal als auch mit Jarnal kénnen Sie mittels Pen Notizen aufzeichnen,
Zeichnungen erstellen oder PDF-Dateien kommentieren. Die Java-basierte Anwendung
Jarnal ist fiir verschiedene Plattformen verfiigbar und bietet grundlegende Funktionen
der Zusammenarbeit. Weitere Informationen hierzu finden Sie in http: //www
.dklevine.com/general/software/tcl1000/jarnal—-net.htm. Jarnal
speichert den Inhalt in einem Archiv mit der Erweiterung .jaj. Dieses Archiv enthdlt
auch eine Datei im SVG-Format.

Starten Sie Jarnal oder Xournal aus dem Hauptmenii oder {iber das Shell-Kommando
jarnal bzw. xournal. Wenn Sie zum Beispiel in Xournal eine PDF-Datei kommen-
tieren mochten, wihlen Sie Datei > PDF kommentieren und 6ffnen Sie dann die PDF-
Datei in Ihrem Dateisystem. Tragen Sie Ihre Kommentare mit dem Pen oder einem
anderen Zeigegerit in die PDF-Datei ein und speichern Sie die Anderungen mit Datei
> PDF-Ausgabe.
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Abbildung 33.3 Kommentieren einer PDF-Datei mit Xournal
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* xournal: anapplication for note taking and sketching I
* xstroke: a gesture recoghition program for the X Window System

virtual keyboard for the X Window System <°kkl RS ‘% Usre

* xll-input-fujitsu:the X input module for Fujitsu P-Series tablets

* %11-input-evtouch: the X input module for some Tablet PCs with touch
screens

* xll-input-u, = Gaule Tor Wacom tablets

* x11-input-wacom-tools: configuration, diagnostics, and libraries for Wacom
tablets

If these packages are not installed, manually install the packages you need from com-
mand line or select the TabletPC pattern for installation in YaST

33.2 Configuring Your Tablet Device

You can configure your Tablet PC (this does not include Tablet PCs with touch screens)
during the installation process in the Hardware Configuration screen by changing the
Graphics Card options. Alternatively you can configure the (internal or external) tablet
device al any time afier the installation. ©

Page EC of 12| Layer: Layerl ~

Dasher ist eine weitere niitzliche Anwendung. Sie wurde speziell fiir Situationen entwi-
ckelt, in denen die Eingabe iiber die Tastatur unpraktisch oder unmoglich ist. Mit ein
wenig Ubung gelingt es recht bald, auch groBe Textmengen nur mit dem Pen (oder
einem anderen Eingabegerit — selbst mit einem Eye Tracker) einzugeben.

Starten Sie Dasher aus dem Hauptmenii oder iiber das Shell-Kommando dasher.
Sobald Sie den Pen in eine Richtung verschieben, beginnen die Buchstaben auf der
rechten Seite vorbeizuzoomen. Aus den Buchstaben, die an dem Fadenkreuz in der
Mitte vorbeilaufen, wird der Text erstellt bzw. vorausgesagt und im oberen Teil des
Fensters angezeigt. Zum Beenden oder Starten der Texteingabe klicken Sie einmal mit
dem Pen auf die Anzeige. Die Zoom-Geschwindigkeit konnen Sie unten im Fenster
einstellen.
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Abbildung 33.4 Bearbeiten von Text mit Dasher

Datei Bearbeiten Hilfe
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Geschwindigkeit: |09 | Alphabet: | Deutsch

Das Konzept von Dasher funktioniert in vielen Sprachen. Weitere Informationen finden
Sie auf der Website von Dasher, auf der Sie eine umfassende Dokumentation,
Demonstrationen und Schulungsdokumente vorfinden. Die Adresse der Website lautet

http://www.inference.phy.cam.ac.uk/dasher/

=l lef | [¢

33.7 Fehlersuche

Die virtuelle Tastatur wird im Anmeldefenster nicht angezeigt
Gelegentlich wird die virtuelle Tastatur im Anmeldefenster nicht angezeigt. Zur
Behebung dieses Problems starten Sie X Server durch Driicken von Strg + Alt +
<— neu bzw. driicken Sie die entsprechende Taste auf Ihrem Tablet PC (falls Sie
ein schlankes Modell ohne integrierte Tastatur verwenden). Wenn sich das Problem
dadurch nicht beheben lisst, schlieen Sie eine externe Tastatur an Thr Modell an

und melden Sie sich iiber diese Tastatur an.

Die Ausrichtung des Wacom-Grafiktabletts wird nicht gedndert
Mit dem Kommando xrandr konnen Sie die Ausrichtung der Ansicht iiber eine
Shell 4ndern. Geben Sie xrandr —-help ein, um die verfiigbaren Optionen
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dieses Kommandos anzuzeigen. Wenn Sie gleichzeitig die Ausrichtung des Grafik-
tabletts dndern mochten, miissen Sie das Kommando wie folgt eingeben:

+ Normale Ausrichtung (Drehung um 0°):

xrandr -o normal && xsetwacom —--set "Serial Wacom Tablet" Rotate NONE

* Drehung um 90° (im Uhrzeigersinn, Hochformat):

xrandr -o right && xsetwacom --set "Serial Wacom Tablet" Rotate CW

+ Drehung um 180° (Querformat):

xrandr -o inverted && xsetwacom —--set "Serial Wacom Tablet" Rotate
HALF

+ Drehung um 270° (gegen den Uhrzeigersinn, Hochformat):

xrandr -o left && xsetwacom set —-"Serial Wacom Tablet" Rotate CCW

Die oben aufgefiihrten Kommandos hdngen von der Ausgabe des Kommandos
xsetwacom list ab. Ersetzen Sie "Serial Wacom Tablet" mitder
Ausgabe fiir den Stift oder das Touch-Gerdt. Wenn Sie {iber ein Wacom-Gerit mit
Touch-Unterstiitzung verfiigen (Sie konnen den Cursor auf dem Tablet mit Ihren
Fingern verschieben), miissen Sie das Touch-Geridt auch drehen.
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33.8 Weiterfiihrende Informationen

Einige der beschriebenen Anwendungen verfiigen {iber keine integrierte Online-Hilfe.
Informationen {iber deren Verwendung und Konfiguration finden Sie jedoch auf dem

installierten System unter /usr/share/doc/package/Paketname bzw. im
Web:

* Das Xournal-Handbuch finden Sie unter http://xournal.sourceforge
.net/manual.html

* Die Jarnal-Dokumentation finden Sie unter http://www.dklevine.com/
general/software/tcl000/jarnal.htm#fdocumentation

* Die man-Seite zu xstroke finden Sie unter http://davesource.com/
Projects/xstroke/xstroke.txt

+ Eine HOWTO-Anleitung zur Konfiguration von X finden Sie auf der Linux Wacom-
Website unter http://linuxwacom.sourceforge.net/index.php/
howto/x11

* Eine {iberaus informative Website zum Dasher-Projekt finden Sie unter http: //
www.inference.phy.cam.ac.uk/dasher/

* Weitere Informationen und Dokumentation zu CellWriter finden Sie unter http://
risujin.org/cellwriter/

* Informationen zu gnome-display-properties finden Sie in http://old-en
.opensuse.org/GNOME/Multiscreen
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Kopieren und Freigeben von
Dateien

Bei der gleichzeitigen Verwendung mehrerer Betriebssysteme ist es oft nétig, Dateien
untereinander auszutauschen. Verschiedene Systeme konnen sich auf verschiedenen
Partitionen desselben Computers oder auf verschiedenen Computern in Ihrem Netzwerk
befinden. Zum Datenaustausch gibt es mehrere Moglichkeiten mit verschiedenen
grundlegenden Anleitungen und mdéglichen Fallstricken.

WARNUNG: Szenarien nur fiir private Heimnetzwerke

Verwenden Sie die folgenden Szenarien einzig und allein in Threm privaten und
vertrauenswiirdigen Heimnetzwerk, das durch eine Firewall geschitzt ist. Die
Implementierung von HochsicherheitsmaBnahmen fiir die Konfigurationen in
den folgenden Abschnitten wiirde den Rahmen dieses Dokuments sprengen.

Der Datenaustausch kann eine der folgenden Aufgaben beinhalten:

Kopieren
Das Kopieren Ihrer Daten bedeutet, dass Sie die Daten von einem System auf ein
anderes iibertragen. Dies fiihrt zu identischen Objekten: jeweils eines auf dem
Quell- und auf dem Zielsystem.

Die Synchronisierung von Daten ist eine Moglichkeit, Daten zu kopieren. Wenn
Sie eine Datei auf einem Computer dndern, wird sie nach der Synchronisierung
automatisch auch auf dem anderen Computer gedndert. Denken Sie etwa an einen
Laptop, der Thre gednderten Dateien enthilt, und Sie mochten denselben Inhalt auf
[hrem Desktop-Computer haben.
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Freigabe
Das Freigeben Ihrer Dateien bedeutet den Aufbau einer Client-Server-Beziehung.
Der Server stellt Dateien bereit, auf die der Client zugreifen kann. Wenn Sie eine
Datei dndern, fithren Sie dies auf dem Server durch, nicht lokal auf dem Client.
Dateiserver versorgen in der Regel eine gro3e Anzahl an Clients gleichzeitig.

34.1 Szenarien

Die folgende Liste filihrt eine Reihe moglicher Szenarien im Zusammenhang mit
Dateiiibertragung auf:

Verschiedene Betriebssysteme auf demselben Computer
Viele Benutzer haben ein vom Hersteller vorinstalliertes Betriebssystem und fiihren
Linux auf einer separaten Partition aus. Weitere Informationen finden Sie unter
Abschnitt 34.4, ,,Zugreifen auf Dateien auf verschiedenen Betriebssystemen am
selben Computer “(S. 610).

Verschiedene nicht durch ein Netzwerk verbundene Computer
Speichern Sie die Daten auf einem beliebigen Medium (CD, DVD, USB-Flash-
Laufwerk oder externe Festplatte) und schlielen Sie dieses an den Zielcomputer
an, um Thre Dateien zu kopieren. Diese Losung ist preiswert, einfach und unkom-
pliziert. Jedoch miissen beide Computer iiber die passenden Laufwerke oder Ports
verfiigen. Dariiber hinaus miissen die Betriebssysteme das Dateisystem erkennen
konnen.

Medien eignen sich fiir gelegentliche Dateiiibertragungen mit begrenzter
DateigroBe. Wenn Sie eine eher dauerhafte Losung anstreben, sollten Sie sie
eventuell an ein Netzwerk anschlief3en.

Verschiedene Computer, die {iber dasselbe Netzwerk verbunden sind
Richten Sie einen beliebigen Server auf einem Computer ein, verbinden Sie den
Server und den Client und iibertragen Sie die Dateien vom Server zum Client.
Wihlen Sie aus verschiedenen verfiigbaren Protokollen dasjenige, das Thren
Anforderungen und Voraussetzungen entspricht.

Die Client/Server-Einrichtung erfordert eine hohere Sachkenntnis und bedeutet
mehr Wartungsaufwand, ist jedoch besser geeignet fiir Routineaufgaben zur
Dateniibertragung und fiir den Austausch zwischen mehreren Systemen. Wenn Sie
einen permanenten Dateiaustausch brauchen, wihlen Sie eine Client-Server-
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basierte Methode. Bei dieser Methode gibt es keine Beschrankungen im Datentiber-
tragungsvolumen. Weitere Informationen hierzu finden Sie unter Abschnitt 34.2,
wZugriffsmethoden® (S. 607).

Verschiedene Computer in verschiedenen Netzwerken
Dieses Szenario verlangt die Verbindung verschiedener Netzwerke. Die Informa-
tionen dazu wiirden den Rahmen dieses Dokuments sprengen. Daten auf eine
Weise {ibertragen, als ob der Computer nicht an ein Netzwerk angeschlossen wére.

34.2 Zugriffsmethoden

Die folgenden Methoden und Protokolle eignen sich sehr gut zur Dateiiibertragung und
-freigabe.

FTP
Verwenden Sie FTP (File Transfer Protocol), wenn Sie sehr hiufig Dateien mit
verschiedenen Benutzern austauschen miissen. Einen FTP-Server auf einem System
einrichten und iiber Clients darauf zugreifen. Es sind viele grafische Client-
Anwendungen fiir FTP unter Windows*, MacOS und Linux erhiltlich. Aktivieren
Sie abhdngig von der Verwendung Ihres FTP-Servers Schreib- und Leserechte.
Weitere Informationen zu FTP finden Sie unter Abschnitt 34.5.4, ,, Kopieren von
Dateien mit FTP* (S. 618).

NES
NFS (Network File System) ist ein Client-Server-System. Ein Server exportiert ein
oder mehrere Verzeichnisse, die ein Client importieren kann. Weitere Informationen
finden Sie unter Kapitel 26, Verteilte Nutzung von Dateisystemen mit NFS (S. 461).

Verwenden Sie NFS, wenn Sie Dateien sehr hiufig und fiir verschiedene Benutzer
freigeben. Im Allgemeinen ist dieses Protokoll in der Linux-Welt eher gebrduchlich
als in der Windows-Welt. Ein NFS-Export fiigt sich gut in Ihr Linux-System ein
und Sie konnen in der importierten Verzeichnisstruktur wie in jedem anderen
Ordner auf Threm lokalen Computer navigieren. Aktivieren Sie am Server abhédngig
von Threr Konfiguration entweder die Lese- oder die Schreibrechte oder beides.
Im Allgemeinen ist es fiir einen Heimbenutzer sinnvoll, Lese- und Schreibzugriff
zu gewdhren.

Kopieren und Freigeben von Dateien
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rsync

Mit rsync regelméBig grole Datenmengen {ibertragen, die sich nicht erheblich
andern. Diese Option ist unter Linux und Windows verfiigbar. Ein typischer Fall
fiir rsync ist die Verwaltung von Datensicherungen. Weitere Informationen finden
Sie auf der man-Seite des Befehls r sync und in Abschnitt 34.5.2, , Ubertragen
von Dateien mit rsync* (S. 614).

Unison

Unison ist eine Alternative zu rsync. Es wird verwendet, um regelmifig Dateien
zwischen verschiedenen Computern zu synchronisieren, hat jedoch den Vorteil,
dass es in beide Richtungen funktioniert. Weitere Informationen finden Sie auf der
man-Seite des Unison-Befehls und in Abschnitt 34.5.3, ,,Ubertragen von Dateien
mit Unison® (S. 616). Unison ist unter Linux und Windows verfiigbar.

CSync

CSync ist eine Alternative zu Unison. Ebenso wie Unison synchronisiert es Dateien
in beide Richtungen. Es verfiigt jedoch {iber eine modulare Architektur, sodass es
mit Plugins erweitert werden kann. Weitere Einzelheiten finden Sie unter http: //
WWW.CSYNnc.org.

SMB

Samba umfasst ein Client-Server-System und eine Installation des SMB-Protokolls.
Es wird normalerweise in Windows-Netzwerken verwendet, wird jedoch von
mehreren Betriebssystemen unterstiitzt. Weitere Informationen zu Samba erhalten
Sie unter Kapitel 27, Samba (S. 477).

Verwenden Sie Samba, wenn Sie Dateien sehr oft und fiir verschiedene Benutzer
freigeben miissen, besonders in Windows-Systemen. Samba als Nur-Linux-Ldsung
ist sehr uniiblich, verwenden Sie stattdessen NFS. Weitere Informationen zum
Einrichten eines Samba-Servers finden Sie unter Abschnitt 34.8, ,,Freigabe von
Dateien zwischen Linux und Windows mit Samba“ (S. 625).

SSH
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SSH (Secure Shell) ermoglicht eine sichere Verbindung zwischen Computern. Die
SSH-Suite besteht aus mehreren Befehlen und verwendet 6ffentliche Schliissel zur
Authentifizierung von Benutzern. Weitere Informationen finden Sie unter Chap-
ter 13, SSH: Secure Network Operations (1 Security Guide).

Verwenden Sie SSH, wenn Sie als einziger Benutzer gelegentlich Dateien iiber ein
nicht verbiirgtes Netzwerk kopieren. Obwohl grafische Bedienoberflichen zur
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Verfligung stehen, wird SSH hauptsédchlich als Kommandozeilen-Dienstprogramm
betrachtet, das unter Linux und Windows verfiigbar ist.

34.3 Zugreifen auf Dateien iiber eine
Direktverbindung

In diesem Abschnitt wird eine Methode beschrieben, wie Dateien mithilfe eines Ethernet-
Ubertragungskabels zwischen zwei Computern ausgetauscht werden kénnen.

Sie benétigen:

* Ethernet-Ubertragungskabel. Weitere Informationen finden Sie unter: http://en
.wikipedia.org/wiki/Ethernet_crossover_cable

+ openSUSE auf beiden Computern

+ Eine aktive Verbindung. Weitere Informationen hierzu finden Sie unter Section “Gene-
ral Notes on File Sharing and Network Browsing” (Chapter 5, Accessing Network
Resources, 1 KDE User Guide).

Fiihren Sie dazu die folgenden Schritte aus:

Prozedur 34.1 GNOME

1 Starten Sie Nautilus.

2 Klicken Sie auf Datei > Mit Server verbinden.

3 Legen Sie den Diensttyp auf ssh fest.

4 Geben Sie die [P-Adresse und den Port des entfernten Computers ein (standardmifig
22).

5 Geben Sie den Ordner an, den Sie am entfernten Computer 6ffnen mochten.

6 Klicken Sie auf Verbinden.
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Prozedur 34.2 KDE

1 Starten Sie Dolphin.

2 Kilicken Sie auf Netzwerk, Netzwerk hinzufiigen. Fligen Sie den Fensterbereich {iber
Ansicht > Kontrollleisten > Orte erneut hinzu, falls nicht bereits vorhanden.

3 Legen Sie den Netzwerktyp auf Secure Shell (ssh) fest.

4 Geben Sie einen Namen und den korrekten Benutzer, die IP-Adresse, den Port
(standardmiBig 22) und den Ordner des entfernten Computers an. Es ist auch moglich,
ein Symbol fiir diese Verbindung zu erstellen, indem Sie das nachfolgende Kontroll-
kastchen aktivieren. Dieses Verbindungssymbol wird in Dolphin im Karteireiter
Netzwerk angezeigt.

5 Klicken Sie auf Speichern und verbinden, worauthin ein Dialogfeld gedffnet und
nach dem Passwort gefragt wird.

Ein neues Fenster mit den Dateien des entfernten Computers wird gedffnet.

34.4 Zugreifen auf Dateien auf
verschiedenen Betriebssystemen
am selben Computer

Neue Computer werden im Allgemeinen mit einem vorinstallierten Betriebssystem,
normalerweise Windows, geliefert. Wenn Sie Linux auf einer anderen Partition installiert
haben, mochten Sie moglicherweise Dateien zwischen den unterschiedlichen
Betriebssystemen austauschen.

Linux-Partitionen kénnen nicht standardmifig von Windows gelesen werden. Wenn
Sie Dateien zwischen diesen beiden Betriebssystemen austauschen mochten, miissen
Sie eine "Austauschpartition" erstellen. Sollten Sie eine direktere Vorgehensweise
bevorzugen, besuchen Sie http://www.fs—-driver.org/ und beschaffen Sie
sich einen Treiber, der ein ext2-Dateisystem auf Windows unterstiitzt. Die folgenden
Dateisysteme werden von Windows verwendet und sind von einem Linux-Computer
aus zugreitbar:
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FAT
Verschiedene Varianten dieses Dateisystems werden unter MS-DOS und Windows
95 und 98 verwendet. Sie konnen diese Art von Dateisystem mithilfe von YaST
erstellen. Es ist moglich, von Linux aus Dateien auf FAT-Partitionen zu lesen und
zu schreiben. Die Grof3e einer FAT-Partition (und sogar die grofite Einzeldatei)
unterliegt gewissen Beschrinkungen der jeweiligen FAT-Version. Weitere Infor-
mationen zu FAT-Dateisystemen finden Sie unter http://en.wikipedia
.org/wiki/VFAT.

NTFS
Das NTFS-Dateisystem wird von Windows NT, Windows 2000, Windows XP,
Windows Server 2003 und Windows Vista genutzt. openSUSE schlief3t die Unter-
stiitzung fiir den Schreibzugriff auf das NTFS-Dateisystem ein. Weitere Informa-
tionen zu NTFS-3g finden Sie unter http://en.opensuse.org/NTFS-3g.

Bei der Installation von openSUSE werden Thre Windows-Partitionen erkannt. Nach
dem Start Ihres Linux-Systems werden die Windows-Partitionen normalerweise einge-
hingt. Moglichkeiten zum Zugriff auf Thre Windows-Daten:

KDE
Driicken Sie Alt + F2 und geben Sie sysinfo:/ ein. Ein neues Fenster wird
geoffnet, das die Eigenschaften Ihres Computers anzeigt. Unter Datentragerinfor-
mation werden Thre Partitionen aufgelistet. Betrachten Sie diejenigen mit dem
Dateisystemtyp nt £s oder vfat und klicken Sie auf diese Eintrdge. Wenn die
Partition nicht bereits eingehéngt ist, hangt KDE die Partition nun ein und zeigt
deren Inhalt an.

Befehlszeile
Listen Sie einfach den Inhalt von /windows auf, um ein oder mehrere Verzeich-
nisse zu sehen, die Ihre Windows-Laufwerke enthalten. Das Verzeichnis
/windows/c wird beispielsweise dem Windows-Laufwerk C: \ zugeordnet.

ANMERKUNG: Andern der Zugriffsmoglichkeiten auf Windows-Partitionen

Anfanglich werden Windows-Partitionen im Nur-Lese-Modus fiir normale

Benutzer eingehdngt, um versehentliche Beschadigungen des Dateisystems zu
verhindern. Damit normale Benutzer kompletten Zugriff auf eine eingehangte
Windows-Partition erhalten, andern Sie das Einhangeverhalten dieser Windows-
Partition. Weitere Informationen {iber die Einhdangeoptionen fiir vfat erhalten
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Sie auf der man-Seite des mount-Kommandos und auf der man-Seite von
nt fs—3g erhalten Sie weitere Informationen Uber die Einhdngeoptionen fir
NTFS.

34.5 Kopieren von Dateien zwischen
Linux-Computern

Linux bietet eine breite Palette an Protokollen, mit deren Hilfe Sie Dateien zwischen
Computern kopieren kénnen. Welches Protokoll Sie verwenden, hdngt davon ab, wie
viel Aufwand Sie investieren mochten und ob Sie Kompatibilitdt mit zukiinftigen
Windows-Installationen wiinschen. Die folgenden Abschnitte behandeln verschiedene
Methoden der Dateilibertragung von und zu Linux-Computern. Stellen Sie sicher, dass
Sie iiber eine aktive Netzwerkverbindung verfiigen, damit Ubertragungen moglich sind.
Alle Szenarien setzen eine funktionierende Namensauflosung im Netzwerk voraus.
Wenn Ihr Netzwerk keinen Namensdienst umfasst, verwenden Sie IP-Adressen direkt
oder fiigen Sie die IP-Adressen mit dem jeweils zugehorigen Hostnamen auf allen
Clients in /etc/hosts ein.

Die folgenden Beispiel-IP-Adressen und -Hostnamen werden durchgehend in diesem

Abschnitt verwendet:
Ziel-Hostname jupiter.example.com
Ziel-1P 192.168.2.100
Quell-Hostname venus.example.com
Source IP 192.168.2.101
Benutzer tux

34.5.1 Kopieren von Dateien mit SSH

Beide Computer, auf die iiber SSH zugegriffen wird, miissen die folgenden Anforde-
rungen erfiillen:
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1. Wenn Sie einen Hostnamen verwenden, stellen Sie sicher, dass jeder Hostname auf
beiden Computern unter /etc/hosts aufgelistet ist (siehe ,,/etc/hosts®
(S.395)). Wenn Sie SSH mit IP-Adressen verwenden, miissen Sie keine Anderungen
vornehmen.

2. Wenn Sie eine Firewall verwenden, 6ffnen Sie den SSH-Port. Starten Sie in dem
Fall YaST und wihlen Sie Sicherheit und Benutzer > Firewall aus. Navigieren Sie
zu Erlaubte Dienste und priifen Sie, ob SSH als Teil der Liste angezeigt wird. Wenn
nicht, wihlen Sie SSH aus Zu erlaubender Dienst und klicken Sie auf Hinzufiigen.
Klicken Sie auf Weiter und Beenden, um die Anderungen anzuwenden und YaST
zu schlief3en.

Um Dateien von einem Computer auf einen anderen kopieren zu kénnen, miissen Sie
wissen, wo die Dateien abgelegt sind. Um beispielsweise die einzelne Datei /srv/
foo_file vom Computer jupiter.example.com in das aktuelle Verzeichnis
zu kopieren, verwenden Sie das folgende scp-Kommando (der Punkt entspricht dem
aktuellen Verzeichnis als Zielspeicherort der kopierten Datei):

scp tux@jupiter.example.com:/srv/foo_file .

Um eine vollstdndige Verzeichnisstruktur zu kopieren, verwenden Sie den rekursiven
Modus von scp:

scp -r tux@jupiter.example.com:/srv/foo_directory .

Wenn Ihr Netzwerk keine Namensauflosung bietet, verwenden Sie direkt die IP-
Adresse des Servers:

scp tux@192.168.2.100:/srv/foo_file .

Falls Sie den exakten Speicherort Ihrer Dateien nicht kennen, verwenden Sie den Befehl
sftp. Das Kopieren von Dateien in KDE oder GNOME mithilfe von SFTP ist sehr
leicht. Fiihren Sie dazu die folgenden Schritte aus:

1 Driicken Sie Alt + F2.

2 Geben Sie an der Eingabeaufforderung fiir die Adresse Folgendes ein (korrigieren
Sie die Eingabe entsprechend der eigenen Werte):

sftp://tux@jupiter.example.com

3 Bestitigen Sie die Frage nach der Authentizitit und geben Sie das Passwort tux
unter jupiter.example.com ein.
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4 Ziehen Sie die gewiinschten Dateien oder Verzeichnisse auf Ihren Desktop oder in
ein lokales Verzeichnis und legen Sie sie dort ab.

KDE bietet zusitzlich das Protokoll £ ish, das verwendet werden kann, wenn sftp
nicht zur Verfiigung steht. Dieses Protokoll wird auf dhnliche Weise verwendet wie
sftp. Ersetzen Sie einfach das sftp-Protokollvorzeichen der URL durch fish:

fish://tux@jupiter.example.com

34.5.2 Ubertragen von Dateien mit rsync

rsync ist niitzlich zum Archivieren oder Kopieren von Daten und kann auch als Daemon
zur Bereitstellung von Verzeichnissen auf dem Netzwerk verwendet werden (siehe
Prozedur 34.3, ,,Erweitertes Setup fiir rsync-Synchronisierung” (S. 615)).

Bevor Sie Dateien und Verzeichnisse mit rsync zwischen verschiedenen Computern
synchronisieren, stellen Sie sicher, dass die folgenden Anforderungen erfiillt sind:

1. Das Paket rsync ist installiert.
2. Identische Benutzer sind auf beiden Systemen verfiigbar.
3. Auf dem Server ist geniigend Speicherplatz frei.

4. Wenn Sie das Potenzial von rsync voll ausschopfen mochten, stellen Sie sicher, dass
rsync auf dem System installiert ist, das als Server dienen soll.

rsync-Basismodus

Fiir die Basisbetriebsart von rsync ist keine besondere Konfiguration erforderlich. rsync
spiegelt vollstindige Verzeichnisse auf andere Systeme. Die Verwendung unterscheidet
sich nur unwesentlich von einem normalen Kopierwerkzeug, wie etwa scp. Mit folgen-
dem Befehl kann ein Backup des Home-Verzeichnisses von t ux auf einem Backupserver
jupiter angelegt werden:

rsync —-Hbaz -e ssh /home/tux/ tux@jupiter:backup

Verwenden Sie folgendes Kommando, um die Sicherung wiederherzustellen (ohne die
Option —b):

rsync -Haz —-e ssh tux@jupiter:backup /home/tux/
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rsync-Damonmodus

Starten Sie den Daemon rsyncd auf einem Ihrer Systeme, um die volle Funktionalitét
von rsync zu nutzen. In diesem Modus kénnen Sie Synchronisierungspunkte (Module)
erstellen, auf die ein Zugriff ohne Konto moglich ist. Gehen Sie fiir die Verwendung
des Damons rsyncd wie folgt vor:

Prozedur 34.3 Erweitertes Setup fiir rsync-Synchronisierung

1T Melden Sie sich als root an und installieren Sie das Paket rsync.

2 Konfigurieren Ihrer Synchronisierungspunkte in /et c/rsyncd. conf. Fiigen Sie
einen Punkt mit Namen in Klammern hinzu und fiigen Sie das Schliisselwort fiir den
Pfad, wie im folgenden Beispiel angegeben, hinzu:

[FTP]
path = /srv/ftp
comment = An Example

3 Starten Sie den rsyncd-Daemon als root mit rcrsyncd start. Fiihren Sie zum
automatischen Starten des rsync-Dienstes bei jedem Systemstart den Befehl insserv
rsyncd aus.

4 Listen Sie alle Dateien auf, die sich im Verzeichnis /srv/ftp befinden (und
beachten Sie dabei den doppelten Doppelpunkt):

rsync —-avz jupiter::FTP

5 Initiieren Sie die Ubertragung, indem Sie ein Zielverzeichnis angeben (in diesem
Beispiel wird das aktuelle Verzeichnis durch einen Punkt dargestellt):

rsync —-avz jupiter::FTP .

StandardmdBig werden bei der Synchronisierung mit rsync keine Dateien geldscht. Um
das Loschen von Dateien zu erzwingen, fiigen Sie die Option ——delete hinzu. Wenn
Sie sicherstellen mochten, dass ——de lete nicht versehentlich neuere Dateien entfernt,

verwenden Sie stattdessen die Option ——update. Dadurch entstehende Konflikte
miissen manuell aufgeldst werden.
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34.5.3 Ubertragen von Dateien mit Unison

Bevor Sie Dateien und Verzeichnisse mit Unison zwischen verschiedenen Computern
synchronisieren, stellen Sie sicher, dass die folgenden Anforderungen erfiillt sind:

1. Das Paket Unison ist installiert.

2. Sowohl auf Threm lokalen als auch auf Ihrem entfernten Computer steht ausreichend
Speicherplatz zur Verfiigung.

3. Wenn Sie das Potenzial von Unison voll ausschpfen mochten, stellen Sie sicher,
dass Unison auch auf Ihrem entfernten Computer installiert ist und ausgefiihrt wird.

Falls Sie Hilfe bendtigen, fithren Sie Unison mit der Option —doc topics aus, um
eine vollstandige Liste aller verfiigbaren Abschnitte zu erhalten.

Fiir dauerhafte Einstellungen ermoglicht Unison die Erstellung von Profilen, die Unison-
Einstellungen wie zu synchronisierende Verzeichnisse (Roots), zu ignorierende Datei-
typen sowie andere Optionen angeben. Die Profile werden als Textdateien in ~ /
.unison mit der Dateierweiterung * . pr f gespeichert.

Verwenden der grafischen Bedienoberflache

Zum Synchronisieren verschiedener Verzeichnisse mithilfe der grafischen Bedienober-
fliche von Unison gehen Sie wie folgt vor:

1 Unison starten Sie mit Alt + F2 und dem Befehl unison.

2 Wenn Sie Unison zum ersten Mal ohne weitere Optionen ausfiihren, werden Sie
aufgefordert, ein Quellverzeichnis anzugeben. Geben Sie das zu synchronisierende
Quellverzeichnis ein und klicken Sie auf OK.

3 Geben Sie das Zielverzeichnis ein. Es kann entweder lokal oder entfernt vorhanden
sein. Wenn Sie die Synchronisierung mit einem entfernten Verzeichnis durchfiihren
mochten, wéahlen Sie die Methode (SSH, RSH oder Socket) aus und geben Sie den
Hostnamen und einen optionalen Benutzer ein.

4 Wenn Sie diese beiden Verzeichnisse noch nie vorher synchronisiert haben, wird
ein Dialogfeld mit einer Warnmeldung angezeigt, um Sie dariiber zu informieren,
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dass Unison den Inhalt dieser Verzeichnisse nun vergleicht. Schlieen Sie die
Warnmeldung mit OK und warten Sie, bis Unison die Informationen der beiden
Verzeichnisse gesammelt hat und die Unterschiede im Hauptfenster anzeigt.

In der linken Spalte wird das von Thnen ausgewihlte Quellverzeichnis angezeigt, in
der dritten Spalte das Zielverzeichnis. Wenn die Verzeichnisse Unterschiede aufwei-
sen, wird in der SpalteAktion ein Symbol angezeigt und eine Aktion vorgeschlagen.
Ein griiner Pfeil gibt an, dass eine Datei im Quell- oder Zielverzeichnis gedndert,
hinzugefiigt oder geldscht wurde. Die Richtung des Pfeils gibt die Richtung an, in
die die Anderung propagiert werden wiirde, wenn Sie die Synchronisierungen zu
diesem Zeitpunkt durchfiihren wiirden. Ein Fragezeichen gibt einen Konflikt an
(beide Dateien wurden gedndert und Unison kann nicht entscheiden, welche Datei
iiberschrieben werden soll).

Abbildung 34.1 Vorschlag zur Dateisynchronisierung

Synchronisierung Aktionen Ignorieren  Sortieren  Hilfe

i
Beenden los  Neustart

Bilder Aktion  Dokumente Status  Pfad

dir b Landscape
“—  datei Neue Tabelle.ots
4+—  datei Neues Dokument. ot

dir — Stuff

datei — digikamd. db

datei — thumbnails-digikam. dis
4—  datei tuxtxt

.directory
Bilder i Nicht vorhanden
Dokumente . datei Gedndert am 24 08.2010 um 14.03:28  GroBe 1119 F-r--r--

Uberprifen/Andern Sie die ausgewahlten Akticnen und klicken Sie auf Los™.

5 Um die von Unison fiir die jeweilige Datei gezeigten Vorschldge zu dndern (beispiels-
weise die Richtung), wihlen Sie die Datei aus und klicken Sie auf Rechts nach Links
oder Links nach Rechts. Mit Uberspringen schliefen Sie eine Datei von der Synchro-
nisierung aus. Das Symbol in der Spalte Aktion dndert sich dann entsprechend.

6 Klicken Sie zum Starten der Synchronisierung auf Ausfiihren.

Beim néchsten Start von Unison werden in einem Dialogfeld die vorhandenen Profile
mit den jeweils zu synchronisierenden Verzeichnissen angezeigt. Wéhlen Sie ein Profil
aus oder erstellen Sie ein neues Profil (fiir ein anderes Verzeichnispaar) und fithren Sie
die Synchronisierung wie oben beschrieben durch.
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Arbeiten mit der Kommandozeile

Unison kann auch mithilfe der Kommandozeile bedient werden. Zur Synchronisierung
eines lokalen Verzeichnisses mit einem entfernten Computer gehen Sie wie folgt vor:

1 Offnen Sie eine Shell und geben Sie den folgenden Befehl ein:

unison -ui text DIR
ssh://tux@jupiter.example.com//PATH

Ersetzen Sie die Platzhalter durch die entsprechenden Werte.

2 Unison fragt Sie, was mit den Dateien und Verzeichnissen zu tun ist, wie zum Bei-
spiel:

local jupiter
<—-——— new file dir [f]

3 Driicken Sie F, wenn Sie der Empfehlung von Unison folgen mochten. Fiir weitere
Befehle driicken Sie auf ?.

4 Fahren Sie fort mit y, wenn Sie Ihre Aktualisierungen propagieren mochten.

34.5.4 Kopieren von Dateien mit FTP

Vergewissern Sie sich, dass die folgenden Anforderungen erfiillt sind, bevor Sie Thren
FTP-Server konfigurieren:

1. Das Paket vsftp ist installiert.
2. Sie haben root-Zugriff auf Thren FTP-Server.

3. Auf Threm Computer ist geniigend Speicherplatz frei.

WARNUNG: Nur fiir private Netzwerke

Diese Einrichtung ist nur fiir private Netzwerke geeignet. Verwenden Sie es
nicht fiir Standorte, die nicht durch Firewalls geschiitzt sind, und aktivieren Sie
nicht weltweiten Zugriff.

Gehen Sie zur Konfiguration eines FTP-Servers wie folgt vor:
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1 Bereiten Sie den FTP-Server vor:

1a Offnen Sie eine Shell, melden Sie sich als root an und speichern Sie eine
Sicherungskopie von /etc/vsftpd.conf:

cp /etc/vsftpd.conf /etc/vsftpd.conf.bak
1b Erstellen eines Zugriffspunkts fiir anonymes FTP

mkdir ~ftp/incoming
chown -R ftp:ftp ~ftp/incoming

2 Ersetzen Sie die Konfigurationsdateien entsprechend Ihres bevorzugten Szenarios
(erweiterte Konfigurationsoptionen finden Sie auf der man-Seite zu vsftpd.conf

J):

Erlauben von anonymem Lese- und Schreibzugriff

#
listen=YES

# Enable anonymous access to FTIP server
anonymous_enable=YES

#

local_enable=YES

# Enable write access
write_enable=YES
anon_upload_enable=YES
anon_mkdir_write_enable=YES
dirmessage_enable=YES

# Write log file
xferlog_enable=YES
connect_from_port_20=YES
chown_uploads=YES
chown_username=£ftp
ftpd_banner=Welcome to FTP service.
anon_root=/srv/ftp

Gewdhren von beschrdnkten Rechten fiir FTP-Benutzer (nur Heimnetzwerk)

chroot_local_users=YES

3 Starten Sie den FTP-Server:

rcvsftp start
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Geben Sie am Client einfach den URL ftp: //HOST in Ihren Browser oder FTP-Client
ein. Ersetzen Sie HOST durch den Hostnamen oder die IP-Adresse Ihres Servers. Es
sind viele grafische Bedienoberfldchen erhiltlich, die sich zum Navigieren im Inhalt
Thres FTP-Servers eignen. Um eine Liste zu sehen, geben Sie einfach FTP an der Ein-
gabeaufforderung des YaST-Paket-Managers ein.

34.6 Kopieren von Dateien zwischen
Linux- und Windows-Computern
mit SSH

Wihlen Sie eine der folgenden Anwendungen, um Dateien mithilfe von SSH von Linux
an Windows zu iibertragen:

PuTTY
PuTTY ist eine Suite verschiedener Kommandozeilenwerkzeuge fiir die Arbeit mit
einem SSH-Daemon. Laden Sie es von http://www.chiark.greenend
.org.uk/~sgtatham/putty.html herunter.

WinSCP
WinSCP ist PuTTY sehr dhnlich, umfasst aber eine grafische Bedienoberflache.
Wiéhlen Sie zwischen einem Explorer- oder Norton Commander-Stil. Laden Sie
esvon http://winscp.net herunter.
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Gehen Sie (am Windows-Computer) wie folgt vor, um eine Datei mit PuTTY von
Windows zu Linux zu kopieren:

1 Starten Sie PSCP.
2 Geben Sie den Hostnamen Thres SSH-Servers ein.
3 Geben Sie Ihre Anmeldung und das Passwort fiir den SSH-Server ein.

Gehen Sie (am Windows-Computer) wie folgt vor, um mit WinSCP eine Verbindung
von Windows zu Linux aufzubauen:

1 Starten Sie WinSCP.
2 Geben Sie den Hostnamen des SSH-Servers sowie den Benutzernamen ein.
3 Klicken Sie auf Anmeldung und bestdtigen Sie die folgende Warnung.

4 Ziehen Sie beliebige Dateien oder Verzeichnisse aus oder in IThr WinSCP-Fenster
und legen Sie sie ab.

ANMERKUNG: SSH-Fingerabdruck

Sowohl bei PUTTY als auch bei WinSCP miissen Sie bei lhrer ersten Anmeldung
den SSH-Fingerabdruck bestatigen.

34.7 Freigabe von Dateien zwischen
Linux-Computern

Die folgenden Abschnitte erlautern mehrere Methoden fiir die Freigabe von Daten.
Verwenden Sie eine davon, wenn Sie eine permanente Losung fiir die Datenfreigabe
suchen.
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34.7.1 Ubertragen von Dateien mit NFS

Gehen Sie zur Konfiguration des Servers wie folgt vor:

1 Bereiten Sie das System vor:

1a

1b

Offnen Sie eine Shell, melden Sie sich als root an und gewihren Sie allen
Benutzern Schreibrechte:
mkdir /srv/nfs

chgrp users /srv/nfs
chmod g+w /srv/nfs

Vergewissern Sie sich, dass Ihr Benutzername und Thre Benutzer-ID am
Client und am Server bekannt sind. Ausfiihrliche Anleitungen zur Erstellung
und Verwaltung von Benutzerkonten finden Sie unter Kapitel 8, Verwalten
von Benutzern mit YaST (S. 133).

2 Bereiten Sie den NFS-Server vor:

2a

2b

2c

2d

Starten Sie YaST als root.

Klicken Sie auf Netzwerkdienste > NFS-Server (dieses Modul ist nicht stan-
dardmifig installiert. Sollte es in YaST nicht vorhanden sein, installieren Sie

das Paket yast2-nfs-server.

Aktivieren Sie NFS-Dienste mit Start.

Offnen Sie den geeigneten Firewall-Port mit Firewall-Port jffnen, falls Sie
eine Firewall verwenden.

3 Exportieren Sie die Verzeichnisse:

3a

3b
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Klicken Sie auf Verzeichnis hinzufiigen und wéhlen Sie /srv/nfs aus.

Setzen Sie die Exportoptionen auf:

rw,root_squash, async



3¢ Wiederholen Sie diese Schritte, wenn Sie mehrere Verzeichnisse exportieren
mochten.

4 Wenden Sie Ihre Einstellungen an und beenden Sie YaST. Thr NFS-Server ist nun
bereit zur Benutzung.

Geben Sie rcnfsserver start als root ein, um den NFS-Server manuell zu
starten. Geben Sie rcnfsserver stop ein, um den Server zu stoppen. Standardmai-
Big wird dieser Service bei jedem Booten durch YaST ausgefiihrt.

Gehen Sie zur Konfiguration des Clients wie folgt vor:
1 Bereiten Sie den NFS-Client vor:
1a Starten Sie YaST als root.

1b Wihlen Sie Netzwerkdienste > NFS-Client.

1c Aktivieren Sie Firewall-Port éffnen, falls Sie eine Firewall verwenden.

2 Importieren Sie das entfernte Dateisystem:

2a Klicken Sie auf Hinzufiigen.

2b Geben Sie den Namen oder die IP-Adresse des NFS-Servers ein oder klicken
Sie auf Wihlen, um das Netzwerk automatisch nach NFS-Servern zu durch-
suchen.

2c¢ Geben Sie den Namen Ihres entfernten Dateisystems ein oder wéhlen Sie es
automatisch mit Auswdhlen aus.

2d Geben Sie einen geeigneten Einhdngepunkt ein, z. B. /mnt.

2e Wiederholen Sie diese Schritte, wenn Sie mehrere externe Verzeichnisse
importieren mochten.

3 Wenden Sie Ihre Einstellungen an und beenden Sie YaST. Ihr NFS-Client ist nun
bereit zur Benutzung.
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Geben Sie rcnfs start ein, um den NFS-Client manuell zu starten.

ANMERKUNG: Konsistente Benutzernamen

Wenn lhr privates Netzwerk nur von einer kleinen Benutzeranzahl verwendet
wird, richten Sie manuell identische Benutzer auf den Computern ein. Wenn
Sie jedoch einen groReren und konsistenten Benutzerstamm in einem groReren
privaten Netzwerk bendtigen, sollten Sie den Einsatz von NIS oder LDAP zur
Verwaltung von Benutzerdaten in Erwagung ziehen. Weitere Informationen
finden Sie unter Chapter 3, Using NIS (1Security Guide) und Chapter 4, LDAP—A
Directory Service (1Security Guide).

34.7.2 Freigabe von Dateien mit Samba

Diese Abschnitte stellen verschiedene Methoden fiir den Zugriff auf Dateien auf einem
Samba-Server vor. Im Lieferumfang von KDE und GNOME sind grafische Werkzeuge
zur Arbeit mit Samba-Freigaben enthalten. Fiir den Zugriff auf Samba-Server steht
auch ein Kommandozeilenwerkzeug zur Verfiigung.

Zugreifen auf Freigaben mit KDE und GNOME

Beide Desktops, KDE und GNOME, konnen iiber ihre Dateibrowser auf Samba-Frei-
gaben zugreifen. Gehen Sie wie folgt vor, um auf Ihre Freigabe zuzugreifen:

1 Driicken Sie Alt + F2 und geben Sie
smb://jupiter.example.com/Freigabe ein.

Die Syntax dieser URL lautet smb: //HOST/ SHARENAME, wobei HOST den
Hostnamen (jupiter.example.com) oder die IP-Adresse angibt und
SHARENAME die Freigabe darstellt. Weitere Informationen hierzu finden Sie unter
Schritt 3b (S. 627).

2 Melden Sie sich mit dem Benutzernamen und Passwort an. Das Passwort wird unter
Schritt 4 (S. 627) eingestellt. Sie konnen auch einfach Eingabetaste driicken, wenn
kein Passwort erforderlich ist.

3 Ziehen Sie beliebige Dateien oder Verzeichnisse aus oder in Ihr Fenster und legen
Sie sie ab.
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Wenn Sie Thre Arbeitsgruppe nicht kennen, geben Sie smb: / ein, um alle in Threm
Netzwerk verfiigbaren Arbeitsgruppen aufzulisten. Das Smb4K-Werkzeug (Paket
smb4k )kann verwendet werden, um alle Arbeitsgruppen in Ihrem Netzwerk anzuzei-
gen und auf Anforderung einzuhidngen.

Zugriff auf Freigaben liber die Kommandozeile

Wenn Sie die Kommandozeile bevorzugen, verwenden Sie den Befehl smbclient.
Fiihren Sie fiir die Anmeldung bei Ihrem Samba-Server Folgendes aus:

smbclient //jupiter/share -U tux

Lassen Sie die Option —U weg, wenn Sie der aktuelle Benutzer tux sind. Wenn Sie
sich erfolgreich angemeldet haben, verwenden Sie einige grundlegende Befehle wie
1s (Inhalt auflisten), mkdir (Verzeichnis anlegen), get (Datei herunterladen), und
put (Datei hochladen). Geben Sie he1p ein, um alle Befehle anzuzeigen. Weitere
Informationen finden Sie auf der man-Seite des Befehls smbclient.

34.8 Freigabe von Dateien zwischen
Linux und Windows mit Samba

Samba ist die erste Wahl fiir die Ubertragung von Dateien zwischen Windows- und
Linux-Computern. Dies sind die hdufigsten Verwendungen fiir Samba:

Dateien von Linux an Windows mithilfe des SMB-Schemas {ibertragen
Im einfachsten Fall brauchen Sie keinen Linux-Server zu konfigurieren. Verwenden
Sie das smb: /-Schema. Weitere Informationen finden Sie unter ,,Zugreifen auf
Freigaben mit KDE und GNOME® (S. 624). Stellen Sie sicher, dass Ihre Arbeits-
gruppe auf beiden Systemen identisch ist und dass Ihre Verzeichnisse freigegeben
sind.

Dateien von Windows an Linux mithilfe eines Servers iibertragen
Konfigurieren Sie einen Samba-Server auf Ihrem Linux-Computer. Siehe Proze-
dur 34.4, , Einrichten eines Samba-Servers* (S. 626).

Kopieren und Freigeben von Dateien
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TIPP: Verwendung von Standardregistrierungseintragen fiir lhr
Windows-System

Bei einigen Windows-Versionen (95, 98) sind zur Aktivierung einer anderen
Methode der Passwortauthentifizierung geringfiigige Anderungen in der
Registrierung erforderlich. Erleichtern Sie sich diesen Schritt, indem Sie das
samba—-doc-Paket installieren und die Datei /usr/share/doc/packages/
samba/registry auf lhre Windows-Festplatte kopieren. Starten Sie Windows
und {ibernehmen Sie die Anderungen durch Doppelklicken auf diese Datei.

Prozedur 34.4 Einrichten eines Samba-Servers
Gehen Sie zum Einrichten eines Samba-Servers wie folgt vor:
1 Bereiten Sie den Samba-Server vor:

1a Starten Sie YaST als root.

1b Installieren Sie das Paket samba.

1c Erstellen Sie ein Verzeichnis (z. B. /srv/share).

2 Erstellen Sie die Serverkonfiguration:

2a Wihlen Sie Netzwerkdienste > Samba-Server.

2b Wihlen Sie eine der Arbeitsgruppen aus oder geben Sie eine neue ein (z. B.
Pinguin).

2¢ Aktivieren Sie Primary Domain Controller (PDC)

2d Legen Sie Beim Systemstart fest, wenn der Samba-Dienst bei jedem Start
Thres Computers gestartet werden soll. Anderenfalls legen Sie Manuell fest.

2e Aktivieren Sie Firewall-Port 6ffnen, falls Sie eine Firewall verwenden.

3 Erstellen Sie Ihre Windows-Freigabe:

Referenz



3a Klicken Sie auf den Karteireiter Freigaben und anschlielend auf Hinzufiigen.

3b Geben Sie einen Namen und eine Beschreibung ein. Der Freigabename wird
fiir den Zugriff auf die Freigabe von Ihren Clients verwendet. Beschreibung
der Freigabe beschreibt den Zweck der Freigabe.

3c Wihlen Sie Thren Pfad aus (z. B. /srv/share).

3d Bestitigen Sie Ihre Einstellungen mit OK.

3e Aktivieren Sie Benutzern die Freigabe ihrer Verzeichnisse erlauben.

4 Geben Sie ein Passwort fiir alle Benutzer an, die diesen Dienst verwenden diirfen:

smbpasswd —-a tux

Driicken Sie zur einfacheren Konfiguration einfach die Eingabetaste, um das Passwort
leer zu lassen. Bedenken Sie, dass sich die Benutzernamen auf IThrem Windows- und
Linux-Computer wahrscheinlich unterscheiden. Anleitungen zum Konfigurieren
eines konsistenten Benutzerstamms fiir Windows und Linux wiirden jedoch den
Rahmen dieses Dokuments sprengen.

5 Starten Sie den Samba-Server:

rcnmb start
rcsmb start

Geben Sie Folgendes ein, um zu {iberpriifen, ob alle Einstellungen erfolgreich konfigu-

riert wurden:

smbclient -L localhost

Nach dem Driicken der Eingabetaste sollten Sie ein Ergebnis wie das Folgende erhalten:

Anonymous login successful
Domain=[PENGUIN] OS=[Unix]

Sharename Type
share Disk
netlogon Disk
IPCS IPC
ADMINS IPC

Anonymous login successful
Domain=[PENGUIN] OS=[Unix]

Server=[Samba 3.0.22-11-SUSE-CODE10]

Comment

Shared directory

Network Logon Service

IPC Service (Samba 3.0.22-11-SUSE-CODE10)
IPC Service (Samba 3.0.22-11-SUSE-CODE10)

Server=[Samba 3.0.22-11-SUSE-CODE10]

Kopieren und Freigeben von Dateien
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SUSE-DESKTOP

Workgroup

TUX-

NET

Comment

Samba 3.0.22-11-SUSE-CODE10

Master
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34.9 Weiterfiihrende Informationen
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Hilfe und Dokumentation

Im Lieferumfang von openSUSE® sind verschiedene Informationen und Dokumenta-
tionen enthalten, viele davon bereits in Thr installiertes System integriert.

Dokumentation unter /usr/share/doc
Dieses traditionelle Hilfe-Verzeichnis enthilt verschiedene Dokumentationsdateien
sowie die Hinweise zur Version Ihres Systems. Auflerdem enthilt es Informationen
iiber die im Unterverzeichnis packages installierten Pakete. Weitere Informationen
finden Sie unter Abschnitt 35.1, ,,Dokumentationsverzeichnis“ (S. 630).

man-Seiten und Infoseiten fiir Shell-Kommandos
Wenn Sie mit der Shell arbeiten, brauchen Sie die Optionen der Kommandos nicht
auswendig zu kennen. Die Shell bietet normalerweise eine integrierte Hilfefunktion
mit man-Seiten und Infoseiten. Weitere Informationen dazu finden Sie unter
Abschnitt 35.2, ,,man-Seiten“ (S. 632) und Abschnitt 35.3, ,,Infoseiten* (S. 633).

Desktop-Hilfezentren
Die Hilfezentren sowohl des KDE-Desktops (KDE-Hilfezentrum) als auch des
GNOME-Desktops (Hilfe) bieten zentralen Zugriff auf die wichtigsten Dokumen-
tationsressourcen auf Threm System in durchsuchbarer Form. Zu diesen Ressourcen
zdhlen die Online-Hilfe fiir installierte Anwendungen, man-Seiten, Infoseiten sowie
die mit Ihrem Produkt gelieferten Novell/SUSE-Handbiicher.

Separate Hilfepakete fiir einige Anwendungen
Beim Installieren von neuer Software mit YaST wird die Software-Dokumentation
in den meisten Féllen automatisch installiert und gewdhnlich in der Hilfe auf Threm
KDE-Desktop angezeigt. Jedoch koénnen einige Anwendungen, beispielsweise

Hilfe und Dokumentation 629



630

GIMP, iiber andere Online-Hilfepakete verfiigen, die separat mit YaST installiert
werden konnen und nicht in die Hilfe integriert werden.

35.1 Dokumentationsverzeichnis

Das traditionelle Verzeichnis zum Suchen von Dokumentationen in Ihrem installierten
Linux-System finden Sie unter /usr/share/doc. Das Verzeichnis enthélt norma-
lerweise Informationen zu den auf Threm System installierten Paketen sowie Versions-
hinweise, Handbiicher usw.

ANMERKUNG: Inhalte abhdngig von installierten Paketen

In der Linux-Welt stehen Handblicher und andere Dokumentationen in Form
von Paketen zur Verfligung, ahnlich wie Software. Wie viele und welche Infor-
mationen Sie unter /usr/share/docs finden, hangt auch von den installierten
(Dokumentations-) Paketen ab. Wenn Sie die hier genannten Unterverzeichnisse
nicht finden kénnen, priifen Sie, ob die entsprechenden Pakete auf lhrem Sys-
tem installiert sind und fligen Sie sie gegebenenfalls mithilfe von YaST hinzu.

35.1.1 Novell/SUSE-Handbiicher

Wir bieten unsere Handbiicher im HTML- und PDF-Format in verschiedenen Sprachen
an. Im Unterverzeichnis Handbuch finden Sie HTML-Versionen der meisten fiir Thr
Produkt verfiigbaren Novell/SUSE-Handbiicher. Eine Ubersicht iiber samtliche fiir Thr
Produkt verfiigbare Dokumentation finden Sie im Vorwort der Handbiicher.

Wenn mehr als eine Sprache installiert ist, enthédlt /usr/share/doc/manual
moglicherweise verschiedene Sprachversionen der Handbiicher. Die HTML-Versionen
der Novell/SUSE-Handbiicher stehen auch in der Hilfe an beiden Desktops zur Verfii-
gung. Informationen zum Speicherort der PDF- und HTML-Versionen des Handbuchs
auf Threm Installationsmedium finden Sie unter openSUSE Versionshinweise. Sie stehen
auf Threm installierten System unter /usr/share/doc/release-notes/ oder
online auf Ihrer produktspezifischen Webseite unter http://www.novell.com/
documentation/ zur Verfiigung.
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35.1.2 HOWTOs

Wenn das Paket howt o auf Threm System installiert ist, enthdlt /usr/share/doc
auch das Unterverzeichnis howt o mit zusdtzlicher Dokumentation zu vielen Aufgaben
bei Setup und Betrieb von Linux-Software.

35.1.3 Dokumentation zu den einzelnen
Paketen

Im Verzeichnis packages befindet sich die Dokumentation zu den auf Threm System
installierten Software-Paketen. Fiir jedes Paket wird das entsprechende Unterverzeichnis
/usr/share/doc/packages/Paketname erstellt. Es enthdlt README-Dateien
fiir das Paket und manchmal Beispiele, Konfigurationsdateien und zusétzliche Skripten.
In der folgenden Liste werden die typischen Dateien vorgestellt, die unter /usr/
share/doc/packages zu finden sind. Diese Eintrige sind nicht obligatorisch, und
viele Pakete enthalten mdglicherweise nur einige davon.

AUTOREN
Liste der wichtigsten Entwickler.

BUGS
Bekannte Programmfehler oder Fehlfunktionen. Enthilt moglicherweise auch einen
Link zur Bugzilla-Webseite, auf der alle Programmfehler aufgefiihrt sind.

CHANGES , ChangeLog
Diese Datei enthilt eine Ubersicht der in den einzelnen Versionen vorgenommenen
Anderungen. Die Datei diirfte nur fiir Entwickler interessant sein, da sie sehr
detailliert ist.

COPYING , LICENSE
Lizenzinformationen.

FAQ
Mailing-Listen und Newsgroups entnommene Fragen und Antworten.

Hilfe und Dokumentation
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INSTALL
So installieren Sie dieses Paket auf Threm System. Da das Paket bereits installiert
ist, wenn Sie diese Datei lesen konnen, konnen Sie den Inhalt dieser Datei beden-
kenlos ignorieren.

README, README . *
Allgemeine Informationen zur Software, z. B. den Zweck und die Art ihrer Verwen-
dung.

TODO
Diese Datei beschreibt Funktionen, die in diesem Paket noch nicht implementiert,
jedoch fiir spdtere Versionen vorgesehen sind.

MANIFEST
Diese Datei enthilt eine Ubersicht {iber die im Paket enthaltenen Dateien.

NEWS
Beschreibung der Neuerungen in dieser Version.

35.2 man-Seiten

man-Seiten sind ein wichtiger Teil des Linux-Hilfesystems. Sie erkldren die Verwendung
der einzelnen Befehle und deren Optionen und Parameter. Sie greifen auf man-Seiten
mit dem Befehl man gefolgt vom Namen des jeweiligen Befehls zu, z. B. man 1s.

Die man-Seiten werden direkt in der Shell angezeigt. Blttern Sie mit den Tasten Bild
1 und Bild | nach oben bzw. unten. Mit Pos 1 und Ende gelangen Sie an den Anfang
bzw. das Ende eines Dokuments. und mit Q schlieSen Sie die man-Seiten. Weitere
Informationen {iber den Befehl man erhalten Sie durch Eingabe von man man. man-
Seiten sind in Kategorien unterteilt, wie in Tabelle 35.1, ,,man-Seiten — Kategorien und
Beschreibungen® (S. 633) gezeigt (diese Einteilung wurde direkt von der man-Seite fiir
den Befehl "man" {ibernommen).
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Tabelle 35.1 man-Seiten — Kategorien und Beschreibungen

Nummer Beschreibung

1 Ausfiihrbare Programme oder Shell-Befehle

2 Systemaufrufe (vom Kernel bereitgestellte Funktionen)

3 Bibliotheksaufrufe (Funktionen in Programmbibliotheken)

4 Spezielle Dateien (gewohnlich in /dev)

5 Dateiformate und Konventionen (/etc/fstab)

6 Spiele

7 Sonstiges (wie Makropakete und Konventionen), zum Beispiel

man(7) oder groff(7)
8 Systemverwaltungskommandos (in der Regel nur fiir root)

9 Nicht standardgemife Kernel-Routinen

Jede Manualpage besteht aus den Abschnitten NAME, SYNOPSIS, DESCRIPTION,
SEE ALSO, LICENSING und AUTHOR. Je nach Befehlstyp stehen moglicherweise
auch weitere Abschnitte zur Verfiigung.

35.3 Infoseiten

Eine weitere wichtige Informationsquelle sind Infoseiten. Diese sind im Allgemeinen
ausfiihrlicher als man-Seiten. Die Infoseite fiir einen bestimmten Befehl zeigen Sie an,
indem Sie info gefolgt vom Namen des Befehls eingeben, z. B. info 1s. Infoseiten
werden direkt in der Shell in einem Viewer angezeigt, in dem Sie zwischen den ver-
schiedenen Abschnitten, so genannten "Knoten, navigieren konnen." Mit Leertaste
blittern Sie vorwarts und mit <— zuriick. Innerhalb eines Knotens kdnnen Sie auch
mit Bild 1 und Bild | navigieren, jedoch gelangen Sie nur mit Leertaste und <— zum
vorherigen bzw. ndchsten Knoten. Driicken Sie Q, um den Anzeigemodus zu beenden.
Nicht jede man-Seite enthilt eine Infoseite und umgekehrt.
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35.4 openSUSE Wiki

Ausfiihrliche Informationen iiber zahlreiche verschiedene Aspekte des openSUSE-
Systems finden Sie in unserem Wiki unter http://en.opensuse. org. Sie konnen
zu jeder Wiki-Seite beitragen und sie &ndern oder neue Seiten hinzufiigen. Dazu miissen
Sie sich zunéchst registrieren (sofern noch nicht geschehen) und anmelden. Klicken
Sie auf den Link Bearbeiten, um Ihre Anderungen einzufiigen.
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Ein Beispielnetzwerk

Dieses Beispielnetzwerk wird in der openSUSE®-Dokumentation in allen Kapiteln

verwendet, die sich mit Netzwerken befassen.
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GNU-Lizenzen

Dieser Anhang enthilt die allgemeine 6ffentliche GNU-Lizenz (GNU General Public
License) Version 2 und die freie GNU-Dokumentationslizenz (GNU Free Documenta-
tion License) Version 1.2.

GNU General Public License

Version 2, June 1991
Copyright (C) 1989, 1991 Free Software Foundation, Inc. 59 Temple Place - Suite 330, Boston, MA 02111-1307, USA

Everyone is permitted to copy and distribute verbatim copies of this license document, but changing it is not allowed.

Preamble

The licenses for most software are designed to take away your freedom to share and change it. By contrast, the GNU General Public License is intended
to guarantee your freedom to share and change free software--to make sure the software is free for all its users. This General Public License applies to
most of the Free Software Foundation’s software and to any other program whose authors commit to using it. (Some other Free Software Foundation
software is covered by the GNU Library General Public License instead.) You can apply it to your programs, too.

When we speak of free software, we are referring to freedom, not price. Our General Public Licenses are designed to make sure that you have the freedom
to distribute copies of free software (and charge for this service if you wish), that you receive source code or can get it if you want it, that you can change
the software or use pieces of it in new free programs; and that you know you can do these things.

To protect your rights, we need to make restrictions that forbid anyone to deny you these rights or to ask you to surrender the rights. These restrictions
translate to certain responsibilities for you if you distribute copies of the software, or if you modify it.

For example, if you distribute copies of such a program, whether gratis or for a fee, you must give the recipients all the rights that you have. You must
make sure that they, too, receive or can get the source code. And you must show them these terms so they know their rights.

We protect your rights with two steps: (1) copyright the software, and (2) offer you this license which gives you legal permission to copy, distribute
and/or modify the software.

Also, for each author’s protection and ours, we want to make certain that everyone understands that there is no warranty for this free software. If the
software is modified by someone else and passed on, we want its recipients to know that what they have is not the original, so that any problems intro-
duced by others will not reflect on the original authors’ reputations.

Finally, any free program is threatened constantly by software patents. We wish to avoid the danger that redistributors of a free program will individually
obtain patent licenses, in effect making the program proprietary. To prevent this, we have made it clear that any patent must be licensed for everyone’s
free use or not licensed at all.

The precise terms and conditions for copying, distribution and modification follow.
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GNU GENERAL PUBLIC LICENSE TERMS AND CONDITIONS FOR COPYING, DISTRIBUTION AND MODIFICATION

0. This License applies to any program or other work which contains a notice placed by the copyright holder saying it may be distributed under the
terms of this General Public License. The "Program", below, refers to any such program or work, and a "work based on the Program" means either the
Program or any derivative work under copyright law: that is to say, a work containing the Program or a portion of it, either verbatim or with modifica-
tions and/or translated into another language. (Hereinafter, translation is included without limitation in the term "modification".) Each licensee is
addressed as "you".

Activities other than copying, distribution and modification are not covered by this License; they are outside its scope. The act of running the Program
is not restricted, and the output from the Program is covered only if its contents constitute a work based on the Program (independent of having been
made by running the Program). Whether that is true depends on what the Program does.

1. You may copy and distribute verbatim copies of the Program’s source code as you receive it, in any medium, provided that you conspicuously and
appropriately publish on each copy an appropriate copyright notice and disclaimer of warranty; keep intact all the notices that refer to this License and
to the absence of any warranty; and give any other recipients of the Program a copy of this License along with the Program.

‘You may charge a fee for the physical act of transferring a copy, and you may at your option offer warranty protection in exchange for a fee.

2. You may modify your copy or copies of the Program or any portion of it, thus forming a work based on the Program, and copy and distribute such
modifications or work under the terms of Section 1 above, provided that you also meet all of these conditions:

a) You must cause the modified files to carry prominent notices stating that you changed the files and the date of any change.

b) You must cause any work that you distribute or publish, that in whole or in part contains or is derived from the Program or any part thereof, to be
licensed as a whole at no charge to all third parties under the terms of this License.

c) If the modified program normally reads commands interactively when run, you must cause it, when started running for such interactive use in the
most ordinary way, to print or display an announcement including an appropriate copyright notice and a notice that there is no warranty (or else, saying
that you provide a warranty) and that users may redistribute the program under these conditions, and telling the user how to view a copy of this License.
(Exception: if the Program itself is interactive but does not normally print such an announcement, your work based on the Program is not required to
print an announcement.)

These requirements apply to the modified work as a whole. If identifiable sections of that work are not derived from the Program, and can be reasonably
considered independent and separate works in themselves, then this License, and its terms, do not apply to those sections when you distribute them as
separate works. But when you distribute the same sections as part of a whole which is a work based on the Program, the distribution of the whole must
be on the terms of this License, whose permissions for other licensees extend to the entire whole, and thus to each and every part regardless of who
wrote it.

Thus, it is not the intent of this section to claim rights or contest your rights to work written entirely by you; rather, the intent is to exercise the right to
control the distribution of derivative or collective works based on the Program.

In addition, mere aggregation of another work not based on the Program with the Program (or with a work based on the Program) on a volume of a
storage or distribution medium does not bring the other work under the scope of this License.

3. You may copy and distribute the Program (or a work based on it, under Section 2) in object code or executable form under the terms of Sections 1
and 2 above provided that you also do one of the following:

a) Accompany it with the complete corresponding machine-readable source code, which must be distributed under the terms of Sections 1 and 2 above
on a medium customarily used for software interchange; or,

b) Accompany it with a written offer, valid for at least three years, to give any third party, for a charge no more than your cost of physically performing
source distribution, a complete machine-readable copy of the corresponding source code, to be distributed under the terms of Sections 1 and 2 above
on a medium customarily used for software interchange; or,

¢) Accompany it with the information you received as to the offer to distribute corresponding source code. (This alternative is allowed only for non-
commercial distribution and only if you received the program in object code or executable form with such an offer, in accord with Subsection b above.)

The source code for a work means the preferred form of the work for making modifications to it. For an executable work, complete source code means
all the source code for all modules it contains, plus any associated interface definition files, plus the scripts used to control compilation and installation
of the executable. However, as a special exception, the source code distributed need not include anything that is normally distributed (in either source
or binary form) with the major components (compiler, kernel, and so on) of the operating system on which the executable runs, unless that component
itself accompanies the executable.

If distribution of executable or object code is made by offering access to copy from a designated place, then offering equivalent access to copy the
source code from the same place counts as distribution of the source code, even though third parties are not compelled to copy the source along with
the object code.

4. You may not copy, modify, sublicense, or distribute the Program except as expressly provided under this License. Any attempt otherwise to copy,
modify, sublicense or distribute the Program is void, and will automatically terminate your rights under this License. However, parties who have
received copies, or rights, from you under this License will not have their licenses terminated so long as such parties remain in full compliance.

5. You are not required to accept this License, since you have not signed it. However, nothing else grants you permission to modify or distribute the
Program or its derivative works. These actions are prohibited by law if you do not accept this License. Therefore, by modifying or distributing the
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Program (or any work based on the Program), you indicate your acceptance of this License to do so, and all its terms and conditions for copying, distri-
buting or modifying the Program or works based on it.

6. Each time you redistribute the Program (or any work based on the Program), the recipient automatically receives a license from the original licensor
to copy, distribute or modify the Program subject to these terms and conditions. You may not impose any further restrictions on the recipients’ exercise
of the rights granted herein. You are not responsible for enforcing compliance by third parties to this License.

7. If, as a consequence of a court judgment or allegation of patent infringement or for any other reason (not limited to patent issues), conditions are
imposed on you (whether by court order, agreement or otherwise) that contradict the conditions of this License, they do not excuse you from the condi-
tions of this License. If you cannot distribute so as to satisfy simultaneously your obligations under this License and any other pertinent obligations,
then as a consequence you may not distribute the Program at all. For example, if a patent license would not permit royalty-free redistribution of the
Program by all those who receive copies directly or indirectly through you, then the only way you could satisfy both it and this License would be to
refrain entirely from distribution of the Program.

If any portion of this section is held invalid or unenforceable under any particular circumstance, the balance of the section is intended to apply and the
section as a whole is intended to apply in other circumstances.

It is not the purpose of this section to induce you to infringe any patents or other property right claims or to contest validity of any such claims; this
section has the sole purpose of protecting the integrity of the free software distribution system, which is implemented by public license practices. Many
people have made generous contributions to the wide range of software distributed through that system in reliance on consistent application of that
system; it is up to the author/donor to decide if he or she is willing to distribute software through any other system and a licensee cannot impose that
choice.

This section is intended to make thoroughly clear what is believed to be a consequence of the rest of this License.

8. If the distribution and/or use of the Program is restricted in certain countries either by patents or by copyrighted interfaces, the original copyright
holder who places the Program under this License may add an explicit geographical distribution limitation excluding those countries, so that distribution
is permitted only in or among countries not thus excluded. In such case, this License incorporates the limitation as if written in the body of this License.

9. The Free Software Foundation may publish revised and/or new versions of the General Public License from time to time. Such new versions will
be similar in spirit to the present version, but may differ in detail to address new problems or concerns.

Each version is given a distinguishing version number. If the Program specifies a version number of this License which applies to it and "any later
version", you have the option of following the terms and conditions either of that version or of any later version published by the Free Software Foun-
dation. If the Program does not specify a version number of this License, you may choose any version ever published by the Free Software Foundation.

10. If you wish to incorporate parts of the Program into other free programs whose distribution conditions are different, write to the author to ask for
permission. For software which is copyrighted by the Free Software Foundation, write to the Free Software Foundation; we sometimes make exceptions
for this. Our decision will be guided by the two goals of preserving the free status of all derivatives of our free software and of promoting the sharing
and reuse of software generally.

NO WARRANTY

11. BECAUSE THE PROGRAM IS LICENSED FREE OF CHARGE, THERE IS NO WARRANTY FOR THE PROGRAM, TO THE EXTENT
PERMITTED BY APPLICABLE LAW. EXCEPT WHEN OTHERWISE STATED IN WRITING THE COPYRIGHT HOLDERS AND/OR OTHER
PARTIES PROVIDE THE PROGRAM “AS IS” WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESSED OR IMPLIED, INCLUDING,
BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE. THE
ENTIRE RISK AS TO THE QUALITY AND PERFORMANCE OF THE PROGRAM IS WITH YOU. SHOULD THE PROGRAM PROVE
DEFECTIVE, YOU ASSUME THE COST OF ALL NECESSARY SERVICING, REPAIR OR CORRECTION.

12. IN NO EVENT UNLESS REQUIRED BY APPLICABLE LAW OR AGREED TO IN WRITING WILL ANY COPYRIGHT HOLDER, OR
ANY OTHER PARTY WHO MAY MODIFY AND/OR REDISTRIBUTE THE PROGRAM AS PERMITTED ABOVE, BE LIABLE TO YOU FOR
DAMAGES, INCLUDING ANY GENERAL, SPECIAL, INCIDENTAL OR CONSEQUENTIAL DAMAGES ARISING OUT OF THE USE OR
INABILITY TO USE THE PROGRAM (INCLUDING BUT NOT LIMITED TO LOSS OF DATA OR DATA BEING RENDERED INACCURATE
OR LOSSES SUSTAINED BY YOU OR THIRD PARTIES OR A FAILURE OF THE PROGRAM TO OPERATE WITH ANY OTHER PROGRAMS),
EVEN IF SUCH HOLDER OR OTHER PARTY HAS BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.

END OF TERMS AND CONDITIONS

How to Apply These Terms to Your New Programs

If you develop a new program, and you want it to be of the greatest possible use to the public, the best way to achieve this is to make it free software
which everyone can redistribute and change under these terms.

To do so, attach the following notices to the program. It is safest to attach them to the start of each source file to most effectively convey the exclusion
of warranty; and each file should have at least the "copyright" line and a pointer to where the full notice is found.

one line to give the program’s name and an idea of what it does.
Copyright (C) yyyy name of author
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This program is free software; you can redistribute it and/or
modify it under the terms of the GNU General Public License

as published by the Free Software Foundation; either version 2
of the License, or (at your option) any later version.

This program is distributed in the hope that it will be useful,
but WITHOUT ANY WARRANTY; without even the implied warranty of
MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE. See the
GNU General Public License for more details.

You should have received a copy of the GNU General Public License
along with this program; if not, write to the Free Software
Foundation, Inc., 59 Temple Place - Suite 330, Boston, MA 02111-1307, USA.

Also add information on how to contact you by electronic and paper mail.

If the program is interactive, make it output a short notice like this when it starts in an interactive mode:

Gnomovision version 69, Copyright (C) year name of author
Gnomovision comes with ABSOLUTELY NO WARRANTY; for details
type “show w’. This is free software, and you are welcome
to redistribute it under certain conditions; type “show c’
for details.

The hypothetical commands "show w’ and "show ¢’ should show the appropriate parts of the General Public License. Of course, the commands you use
may be called something other than “show w’ and "show c’; they could even be mouse-clicks or menu items--whatever suits your program.

You should also get your employer (if you work as a programmer) or your school, if any, to sign a "copyright disclaimer" for the program, if necessary.
Here is a sample; alter the names:

Yoyodyne, Inc., hereby disclaims all copyright
interest in the program °Gnomovision’

(which makes passes at compilers) written

by James Hacker.

signature of Ty Coon, 1 April 1989
Ty Coon, President of Vice

This General Public License does not permit incorporating your program into proprietary programs. If your program is a subroutine library, you may
consider it more useful to permit linking proprietary applications with the library. If this is what you want to do, use the GNU Lesser General Public
License [http://www.fsf.org/licenses/lgpl.html] instead of this License.

GNU Free Documentation License

Version 1.2, November 2002
Copyright (C) 2000,2001,2002 Free Software Foundation, Inc. 59 Temple Place, Suite 330, Boston, MA 02111-1307 USA
Everyone is permitted to copy and distribute verbatim copies of this license document, but changing it is not allowed.

PREAMBLE

The purpose of this License is to make a manual, textbook, or other functional and useful document “free” in the sense of freedom: to assure everyone
the effective freedom to copy and redistribute it, with or without modifying it, either commercially or noncommercially. Secondarily, this License pre-
serves for the author and publisher a way to get credit for their work, while not being considered responsible for modifications made by others.

This License is a kind of "copyleft", which means that derivative works of the document must themselves be free in the same sense. It complements the
GNU General Public License, which is a copyleft license designed for free software.
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‘We have designed this License in order to use it for manuals for free software, because free software needs free documentation: a free program should
come with manuals providing the same freedoms that the software does. But this License is not limited to software manuals; it can be used for any
textual work, regardless of subject matter or whether it is published as a printed book. We recommend this License principally for works whose purpose
is instruction or reference.

APPLICABILITY AND DEFINITIONS

This License applies to any manual or other work, in any medium, that contains a notice placed by the copyright holder saying it can be distributed
under the terms of this License. Such a notice grants a world-wide, royalty-free license, unlimited in duration, to use that work under the conditions
stated herein. The "Document", below, refers to any such manual or work. Any member of the public is a licensee, and is addressed as "you". You
accept the license if you copy, modify or distribute the work in a way requiring permission under copyright law.

A "Modified Version" of the Document means any work containing the Document or a portion of it, either copied verbatim, or with modifications and/or
translated into another language.

A "Secondary Section" is a named appendix or a front-matter section of the Document that deals exclusively with the relationship of the publishers or
authors of the Document to the Document’s overall subject (or to related matters) and contains nothing that could fall directly within that overall subject.
(Thus, if the Document is in part a textbook of mathematics, a Secondary Section may not explain any mathematics.) The relationship could be a matter
of historical connection with the subject or with related matters, or of legal, commercial, philosophical, ethical or political position regarding them.

The "Invariant Sections" are certain Secondary Sections whose titles are designated, as being those of Invariant Sections, in the notice that says that the
Document is released under this License. If a section does not fit the above definition of Secondary then it is not allowed to be designated as Invariant.
The Document may contain zero Invariant Sections. If the Document does not identify any Invariant Sections then there are none.

The "Cover Texts" are certain short passages of text that are listed, as Front-Cover Texts or Back-Cover Texts, in the notice that says that the Document
is released under this License. A Front-Cover Text may be at most 5 words, and a Back-Cover Text may be at most 25 words.

A "Transparent" copy of the Document means a machine-readable copy, represented in a format whose specification is available to the general public,
that is suitable for revising the document straightforwardly with generic text editors or (for images composed of pixels) generic paint programs or (for
drawings) some widely available drawing editor, and that is suitable for input to text formatters or for automatic translation to a variety of formats sui-
table for input to text formatters. A copy made in an otherwise Transparent file format whose markup, or absence of markup, has been arranged to thwart
or discourage subsequent modification by readers is not Transparent. An image format is not Transparent if used for any substantial amount of text. A
copy that is not "Transparent" is called "Opaque".

Examples of suitable formats for Transparent copies include plain ASCII without markup, Texinfo input format, LaTeX input format, SGML or XML
using a publicly available DTD, and standard-conforming simple HTML, PostScript or PDF designed for human modification. Examples of transparent
image formats include PNG, XCF and JPG. Opaque formats include proprietary formats that can be read and edited only by proprietary word processors,
SGML or XML for which the DTD and/or processing tools are not generally available, and the machine-generated HTML, PostScript or PDF produced
by some word processors for output purposes only.

The "Title Page" means, for a printed book, the title page itself, plus such following pages as are needed to hold, legibly, the material this License
requires to appear in the title page. For works in formats which do not have any title page as such, "Title Page" means the text near the most prominent
appearance of the work’s title, preceding the beginning of the body of the text.

A section "Entitled XYZ" means a named subunit of the Document whose title either is precisely XYZ or contains XYZ in parentheses following text
that translates XYZ in another language. (Here XYZ stands for a specific section name mentioned below, such as "Acknowledgements", "Dedications",
"Endorsements", or "History".) To "Preserve the Title" of such a section when you modify the Document means that it remains a section "Entitled XYZ"
according to this definition.

The Document may include Warranty Disclaimers next to the notice which states that this License applies to the Document. These Warranty Disclaimers
are considered to be included by reference in this License, but only as regards disclaiming warranties: any other implication that these Warranty
Disclaimers may have is void and has no effect on the meaning of this License.

VERBATIM COPYING

You may copy and distribute the Document in any medium, either commercially or noncommercially, provided that this License, the copyright notices,
and the license notice saying this License applies to the Document are reproduced in all copies, and that you add no other conditions whatsoever to
those of this License. You may not use technical measures to obstruct or control the reading or further copying of the copies you make or distribute.
However, you may accept compensation in exchange for copies. If you distribute a large enough number of copies you must also follow the conditions
in section 3.

You may also lend copies, under the same conditions stated above, and you may publicly display copies.

COPYING IN QUANTITY

If you publish printed copies (or copies in media that commonly have printed covers) of the Document, numbering more than 100, and the Document’s
license notice requires Cover Texts, you must enclose the copies in covers that carry, clearly and legibly, all these Cover Texts: Front-Cover Texts on
the front cover, and Back-Cover Texts on the back cover. Both covers must also clearly and legibly identify you as the publisher of these copies. The
front cover must present the full title with all words of the title equally prominent and visible. You may add other material on the covers in addition.
Copying with changes limited to the covers, as long as they preserve the title of the Document and satisfy these conditions, can be treated as verbatim
copying in other respects.
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If the required texts for either cover are too voluminous to fit legibly, you should put the first ones listed (as many as fit reasonably) on the actual cover,
and continue the rest onto adjacent pages.

If you publish or distribute Opaque copies of the Document numbering more than 100, you must either include a machine-readable Transparent copy
along with each Opaque copy, or state in or with each Opaque copy a computer-network location from which the general network-using public has
access to download using public-standard network protocols a complete Transparent copy of the Document, free of added material. If you use the latter
option, you must take reasonably prudent steps, when you begin distribution of Opaque copies in quantity, to ensure that this Transparent copy will
remain thus accessible at the stated location until at least one year after the last time you distribute an Opaque copy (directly or through your agents or
retailers) of that edition to the public.

It is requested, but not required, that you contact the authors of the Document well before redistributing any large number of copies, to give them a
chance to provide you with an updated version of the Document.

MODIFICATIONS

You may copy and distribute a Modified Version of the Document under the conditions of sections 2 and 3 above, provided that you release the Modified
Version under precisely this License, with the Modified Version filling the role of the Document, thus licensing distribution and modification of the
Modified Version to whoever possesses a copy of it. In addition, you must do these things in the Modified Version:

A. Use in the Title Page (and on the covers, if any) a title distinct from that of the Document, and from those of previous versions (which should, if
there were any, be listed in the History section of the Document). You may use the same title as a previous version if the original publisher of that ver-
sion gives permission.

B. List on the Title Page, as authors, one or more persons or entities responsible for authorship of the modifications in the Modified Version, together
with at least five of the principal authors of the Document (all of its principal authors, if it has fewer than five), unless they release you from this
requirement.

C. State on the Title page the name of the publisher of the Modified Version, as the publisher.

D. Preserve all the copyright notices of the Document.

E. Add an appropriate copyright notice for your modifications adjacent to the other copyright notices.

F. Include, immediately after the copyright notices, a license notice giving the public permission to use the Modified Version under the terms of this
License, in the form shown in the Addendum below.

G. Preserve in that license notice the full lists of Invariant Sections and required Cover Texts given in the Document’s license notice.
H. Include an unaltered copy of this License.

1. Preserve the section Entitled "History", Preserve its Title, and add to it an item stating at least the title, year, new authors, and publisher of the
Modified Version as given on the Title Page. If there is no section Entitled "History" in the Document, create one stating the title, year, authors, and
publisher of the Document as given on its Title Page, then add an item describing the Modified Version as stated in the previous sentence.

J. Preserve the network location, if any, given in the Document for public access to a Transparent copy of the Document, and likewise the network
locations given in the Document for previous versions it was based on. These may be placed in the "History" section. You may omit a network location
for a work that was published at least four years before the Document itself, or if the original publisher of the version it refers to gives permission.

K. For any section Entitled "Acknowledgements" or "Dedications", Preserve the Title of the section, and preserve in the section all the substance and
tone of each of the contributor acknowledgements and/or dedications given therein.

L. Preserve all the Invariant Sections of the Document, unaltered in their text and in their titles. Section numbers or the equivalent are not considered
part of the section titles.

M. Delete any section Entitled "Endorsements". Such a section may not be included in the Modified Version.
N. Do not retitle any existing section to be Entitled "Endorsements" or to conflict in title with any Invariant Section.
O. Preserve any Warranty Disclaimers.

If the Modified Version includes new front-matter sections or appendices that qualify as Secondary Sections and contain no material copied from the
Document, you may at your option designate some or all of these sections as invariant. To do this, add their titles to the list of Invariant Sections in the
Modified Version’s license notice. These titles must be distinct from any other section titles.

You may add a section Entitled "Endorsements", provided it contains nothing but endorsements of your Modified Version by various parties--for
example, statements of peer review or that the text has been approved by an organization as the authoritative definition of a standard.

You may add a passage of up to five words as a Front-Cover Text, and a passage of up to 25 words as a Back-Cover Text, to the end of the list of Cover
Texts in the Modified Version. Only one passage of Front-Cover Text and one of Back-Cover Text may be added by (or through arrangements made
by) any one entity. If the Document already includes a cover text for the same cover, previously added by you or by arrangement made by the same
entity you are acting on behalf of, you may not add another; but you may replace the old one, on explicit permission from the previous publisher that
added the old one.
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The author(s) and publisher(s) of the Document do not by this License give permission to use their names for publicity for or to assert or imply endor-
sement of any Modified Version.

COMBINING DOCUMENTS

You may combine the Document with other documents released under this License, under the terms defined in section 4 above for modified versions,
provided that you include in the combination all of the Invariant Sections of all of the original documents, unmodified, and list them all as Invariant
Sections of your combined work in its license notice, and that you preserve all their Warranty Disclaimers.

The combined work need only contain one copy of this License, and multiple identical Invariant Sections may be replaced with a single copy. If there
are multiple Invariant Sections with the same name but different contents, make the title of each such section unique by adding at the end of it, in par-
entheses, the name of the original author or publisher of that section if known, or else a unique number. Make the same adjustment to the section titles
in the list of Invariant Sections in the license notice of the combined work.

In the combination, you must combine any sections Entitled "History" in the various original documents, forming one section Entitled "History"; like-
wise combine any sections Entitled "Acknowledgements", and any sections Entitled "Dedications". You must delete all sections Entitled "Endorsements".

COLLECTIONS OF DOCUMENTS

You may make a collection consisting of the Document and other documents released under this License, and replace the individual copies of this
License in the various documents with a single copy that is included in the collection, provided that you follow the rules of this License for verbatim
copying of each of the documents in all other respects.

You may extract a single document from such a collection, and distribute it individually under this License, provided you insert a copy of this License
into the extracted document, and follow this License in all other respects regarding verbatim copying of that document.

AGGREGATION WITH INDEPENDENT WORKS

A compilation of the Document or its derivatives with other separate and independent documents or works, in or on a volume of a storage or distribution
medium, is called an “aggregate” if the copyright resulting from the compilation is not used to limit the legal rights of the compilation’s users beyond
what the individual works permit. When the Document is included in an aggregate, this License does not apply to the other works in the aggregate which
are not themselves derivative works of the Document.

If the Cover Text requirement of section 3 is applicable to these copies of the Document, then if the Document is less than one half of the entire aggre-
gate, the Document’s Cover Texts may be placed on covers that bracket the Document within the aggregate, or the electronic equivalent of covers if
the Document is in electronic form. Otherwise they must appear on printed covers that bracket the whole aggregate.

TRANSLATION

Translation is considered a kind of modification, so you may distribute translations of the Document under the terms of section 4. Replacing Invariant
Sections with translations requires special permission from their copyright holders, but you may include translations of some or all Invariant Sections
in addition to the original versions of these Invariant Sections. You may include a translation of this License, and all the license notices in the Document,
and any Warranty Disclaimers, provided that you also include the original English version of this License and the original versions of those notices and
disclaimers. In case of a disagreement between the translation and the original version of this License or a notice or disclaimer, the original version will
prevail.

If a section in the Document is Entitled "Acknowledgements", "Dedications", or "History", the requirement (section 4) to Preserve its Title (section 1)
will typically require changing the actual title.

TERMINATION

You may not copy, modify, sublicense, or distribute the Document except as expressly provided for under this License. Any other attempt to copy,
modify, sublicense or distribute the Document is void, and will automatically terminate your rights under this License. However, parties who have
received copies, or rights, from you under this License will not have their licenses terminated so long as such parties remain in full compliance.

FUTURE REVISIONS OF THIS LICENSE

The Free Software Foundation may publish new, revised versions of the GNU Free Documentation License from time to time. Such new versions will
be similar in spirit to the present version, but may differ in detail to address new problems or concerns. See http://www.gnu.org/copyleft/.

Each version of the License is given a distinguishing version number. If the Document specifies that a particular numbered version of this License "or
any later version" applies to it, you have the option of following the terms and conditions either of that specified version or of any later version that has
been published (not as a draft) by the Free Software Foundation. If the Document does not specify a version number of this License, you may choose
any version ever published (not as a draft) by the Free Software Foundation.

ADDENDUM: How to use this License for your documents

To use this License in a document you have written, include a copy of the License in the document and put the following copyright and license notices
just after the title page:

Copyright (c) YEAR YOUR NAME.
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Permission is granted to copy, distribute and/or modify this document
under the terms of the GNU Free Documentation License, Version 1.2

or any later version published by the Free Software Foundation;

with no Invariant Sections, no Front-Cover Texts, and no Back-Cover Texts.
A copy of the license is included in the section entitled “GNU

Free Documentation License”.

If you have Invariant Sections, Front-Cover Texts and Back-Cover Texts, replace the “with...Texts.” line with this:

with the Invariant Sections being LIST THEIR TITLES, with the
Front-Cover Texts being LIST, and with the Back-Cover Texts being LIST.

If you have Invariant Sections without Cover Texts, or some other combination of the three, merge those two alternatives to suit the situation.

If your document contains nontrivial examples of program code, we recommend releasing these examples in parallel under your choice of free software
license, such as the GNU General Public License, to permit their use in free software.

644 Referenz



	Referenz
	Allgemeines zu diesem Handbuch
	1. Verfügbare Dokumentation
	2. Rückmeldungen
	3. Konventionen in der Dokumentation
	4. Informationen über die Herstellung dieses Handbuchs
	5. Quellcode
	6. Danksagung

	I. Fortgeschrittene Implementierungsszenarien
	1. Installation mit entferntem Zugriff
	1.1. Installationsszenarien für die Installation auf entfernten Systemen
	1.1.1. Einfache Installation mit entferntem Zugriff über VNC – Statische Netzwerkkonfiguration
	1.1.2. Einfache Installation mit entferntem Zugriff über VNC – Dynamische Netzwerkkonfiguration
	1.1.3. Installation auf entfernten Systemen über VNC – PXE-Boot und Wake-on-LAN
	1.1.4. Einfache Installation mit entferntem Zugriff über SSH – Statische Netzwerkkonfiguration
	1.1.5. Einfache Installation mit entferntem Zugriff über SSH – Dynamische Netzwerkkonfiguration
	1.1.6. Installation auf entfernten Systemen über SSH – PXE-Boot und Wake-on-LAN

	1.2. Einrichten des Servers, auf dem sich die Installationsquellen befinden
	1.2.1. Einrichten eines Installationsservers mithilfe von YaST
	1.2.2. Manuelles Einrichten eines NFS-Repositorys
	1.2.3. Manuelles Einrichten eines FTP-Repositorys
	1.2.4. Manuelles Einrichten eines HTTP-Repositorys
	1.2.5. Verwalten eines SMB-Repositorys
	1.2.6. Verwenden von ISO-Images der Installationsmedien auf dem Server

	1.3. Vorbereitung des Bootvorgangs für das Zielsystem
	1.3.1. Einrichten eines DHCP-Servers
	. Einrichten eines DHCP-Servers mit YaST
	. Manuelles Einrichten eines DHCP-Servers

	1.3.2. Einrichten eines TFTP-Servers
	. Einrichten eines TFTP-Servers mit YaST
	. Manuelles Einrichten eines TFTP-Servers

	1.3.3. Verwenden von PXE Boot
	1.3.4. PXELINUX-Konfigurationsoptionen
	1.3.5. Vorbereiten des Zielsystems für PXE-Boot
	1.3.6. Vorbereiten des Zielsystems für Wake-on-LAN
	1.3.7. Wake-on-LAN

	1.4. Booten des Zielsystems für die Installation
	1.4.1. Standardmäßige Boot-Optionen
	1.4.2. Benutzerdefinierte Boot-Optionen

	1.5. Überwachen des Installationsvorgangs
	1.5.1. VNC-Installation
	. Vorbereiten der VNC-Installation
	. Herstellen der Verbindung mit dem Installationsprogramm

	1.5.2. SSH-Installation
	. Vorbereiten der SSH-Installation
	. Herstellen der Verbindung mit dem Installationsprogramm



	2. Fortgeschrittene Festplattenkonfiguration
	2.1. Verwenden der YaST-Partitionierung
	2.1.1. Partitionstypen
	2.1.2. Erstellen von Partitionen
	2.1.3. Bearbeiten einer Partition
	2.1.4. Optionen für Experten
	2.1.5. Erweiterte Optionen
	2.1.6. Weitere Partitionierungstipps
	. Verwenden von Swap

	2.1.7. Partitionierung und LVM

	2.2. LVM-Konfiguration
	2.2.1. Der Logical Volume Manager
	2.2.2. LVM-Konfiguration mit YaST
	. Erstellen von Volume-Gruppen
	. Konfigurieren von logischen Volumes


	2.3. Soft-RAID-Konfiguration
	2.3.1. Soft-RAID-Konfiguration mit YaST
	2.3.2. Fehlersuche
	2.3.3. Weiterführende Informationen



	II. Verwalten und Aktualisieren von Software
	3. Installieren bzw. Entfernen von Software
	3.1. Definition der Begriffe
	3.2. Verwenden der KDE-Schnittstelle (Qt)
	3.2.1. Ansichten für die Suche nach Paketen oder Mustern
	3.2.2. Installieren und Entfernen von Paketen oder Mustern
	3.2.3. Aktualisieren von Paketen
	3.2.4. Prüfen von Software-Abhängigkeiten

	3.3. Verwenden der GNOME-Bedienoberfläche (GTK+)
	3.3.1. Ansichten für die Suche nach Paketen oder Schemata
	3.3.2. Installieren und Entfernen von Paketen oder Mustern
	3.3.3. Aktualisieren von Paketen
	3.3.4. Prüfen von Software-Abhängigkeiten

	3.4. Verwalten von Software-Repositorys und -Diensten
	3.4.1. Hinzufügen von Software-Repositorys
	3.4.2. Verwalten von Repository-Eigenschaften
	3.4.3. Verwalten von Repository-Schlüsseln


	4. YaST-Online-Update
	4.1. Das Dialogfeld "Online-Aktualisierung"
	4.1.1. KDE-Bedienoberfläche (Qt)
	4.1.2. GNOME-Bedienoberfläche (GTK)

	4.2. Installieren von Patches
	4.3. Automatische Online-Updates

	5. Installieren von Paketen aus dem Internet
	5.1. 1-Click-Install
	5.2. YaST-Paketsuche

	6. Installieren von Add-On-Produkten
	6.1. Add-Ons
	6.2. Binärtreiber

	7. Verwalten von Software mit Kommandozeilen-Tools
	7.1. Verwenden von zypper
	7.1.1. Allgemeine Verwendung
	7.1.2. Installieren und Entfernen von Software mit zypper
	. Installation von Quellpaketen
	. Dienstprogramme

	7.1.3. Aktualisieren von Software mit zypper
	. Installieren von Patches
	. Installieren von Updates
	. Aktualisieren auf eine neue Produktversion

	7.1.4. Verwalten von Repositorys mit Zypper
	. Hinzufügen von Repositorys
	. Entfernen von Repositorys
	. Ändern von Repositorys

	7.1.5. Abfragen von Repositorys und Paketen mit Zypper
	7.1.6. Konfigurieren von Zypper
	7.1.7. Fehlersuche
	7.1.8. Weiterführende Informationen

	7.2. RPM – der Paket-Manager
	7.2.1. Prüfen der Authentizität eines Pakets
	7.2.2. Verwalten von Paketen: Installieren, Aktualisieren und Deinstallieren
	7.2.3. RPM und Patches
	7.2.4. Delta-RPM-Pakete
	7.2.5.  RPM Abfragen
	7.2.6. Installieren und Kompilieren von Quellpaketen
	7.2.7. Kompilieren von RPM-Pakten mit "build"
	7.2.8. Werkzeuge für RPM-Archive und die RPM-Datenbank



	III. Verwaltung
	8. Verwalten von Benutzern mit YaST
	8.1. Dialogfeld "Verwaltung von Benutzern und Gruppen"
	8.2. Benutzerkonten verwalten
	8.3. Weitere Optionen für Benutzerkonten
	8.3.1. Automatische Anmeldung und Anmeldung ohne Passwort
	8.3.2. Erzwingen von Passwortrichtlinien
	8.3.3. Verwalten verschlüsselter Home-Verzeichnisse
	8.3.4. Verwenden der Authentifizierung per Fingerabdruck
	8.3.5. Verwalten von Quoten

	8.4. Ändern der Standardeinstellungen für lokale Benutzer
	8.5. Zuweisen von Benutzern zu Gruppen
	8.6. Verwalten von Gruppen
	8.7. Ändern der Methode zur Benutzer-Authentifizierung

	9. Ändern der Sprach- und Ländereinstellungen mit YaST
	9.1. Ändern der Systemsprache
	9.1.1. Bearbeiten von Systemsprachen mit YaST
	9.1.2. Wechseln der Standard-Systemsprache
	9.1.3. Wechseln der Sprache für einzelne Anwendungen

	9.2. Ändern der Länder- und Zeiteinstellungen

	10. YaST im Textmodus
	10.1. Navigation in Modulen
	10.2. Einschränkung der Tastenkombinationen
	10.3. YaST-Kommandozeilenoptionen
	10.3.1. Starten der einzelnen Module
	10.3.2. Installation von Paketen über die Kommandozeile
	10.3.3. Kommandozeilenparameter der YaST-Module


	11. Druckerbetrieb
	11.1. Work-Flow des Drucksystems
	11.2. Methoden und Protokolle zum Anschließen von Druckern
	11.3. Installation der Software
	11.4. Netzwerkdrucker
	11.4.1. Konfigurieren von CUPS mit Kommandozeilenwerkzeugen

	11.5. Drucken über die Kommandozeile
	11.6. Spezielle Funktionen in openSUSE
	11.6.1. CUPS und Firewall
	. CUPS-Client
	. CUPS-Server

	11.6.2. PPD-Dateien in unterschiedlichen Paketen
	. CUPS-PPD-Dateien im Paket cups
	. PPD-Dateien im Paket cups-drivers
	. Gutenprint-PPD-Dateien im gutenprint-Paket
	. PPD-Dateien von Druckerherstellern im Paket manufacturer-PPDs


	11.7. Fehlersuche
	11.7.1. Drucker ohne Unterstützung für eine Standard-Druckersprache
	11.7.2. Für einen PostScript-Drucker ist keine geeignete PPD-Datei verfügbar
	11.7.3. Parallele Anschlüsse
	11.7.4. Netzwerkdrucker-Verbindungen
	11.7.5. Fehlerhafte Ausdrucke ohne Fehlermeldung
	11.7.6. Deaktivierte Warteschlangen
	11.7.7. CUPS-Browsing: Löschen von Druckaufträgen
	11.7.8. Fehlerhafte Druckaufträge und Fehler bei der Datenübertragung
	11.7.9. Fehlerbehebung beim CUPS-Drucksystem
	11.7.10. Weiterführende Informationen


	12. Installieren und Konfigurieren von Schriften für die grafische Benutzeroberfläche
	12.1. X11 Core-Schriften
	12.2. Xft

	13. Dienstprogramme zur Systemüberwachung
	13.1. Mehrzweck-Tools
	13.1.1. vmstat
	13.1.2. Informationen zur Systemaktivität: sar und sadc
	. Automatische Zusammenstellung der täglichen Statistik mit sadc
	. Generieren von Berichten mit sar
	. Bericht über die Prozessorauslastung: sar
	. Bericht über die Arbeitsspeicherauslastung: sar -r
	. Bericht zur Auslagerungsstatistik: sar -B
	. Bericht zur Blockgerätestatistik: sar -d
	. Bericht zur Netzwerkstatistik: sar -n SCHLÜSSELWORT

	. Optische Darstellung von sar-Daten


	13.2. Systemangaben
	13.2.1. Information zum Laden von Geräten: iostat
	13.2.2. Überwachung der Prozessoraktivität: mpstat
	13.2.3. Aufgabenüberwachung: pidstat
	13.2.4. Kernel-Ring-Puffer: dmesg
	13.2.5. Liste der geöffneten Dateien: lsof
	13.2.6. Kernel- und udev-Ereignissequenzanzeige: udevadm monitor
	13.2.7. Informationen zu Sicherheitsereignissen: Prüfung
	13.2.8. Von X11-Clients verwendete Serverressourcen: xrestop

	13.3. Vorgänge
	13.3.1. Prozessübergreifende Kommunikation: ipcs
	13.3.2. Prozessliste: ps
	13.3.3. Prozessbaum: pstree
	13.3.4. Tabelle der Prozesse: top
	13.3.5. Ändern der Priorität eines Prozesses: nice und renice

	13.4. Arbeitsspeicher
	13.4.1. Auslastung des Arbeitsspeichers: frei
	13.4.2. Ausführliche Angaben zur Arbeitsspeicherauslastung: /proc/​meminfo
	13.4.3. Arbeitsspeichernutzung durch Prozesse: smaps

	13.5. Netzwerke
	13.5.1. Netzwerkstatus anzeigen: netstat
	13.5.2. Interaktiver Netzwerkmonitor: iptraf

	13.6. Das Dateisystem /proc
	13.6.1. procinfo

	13.7. Hardware-Informationen
	13.7.1. PCI-Ressourcen: lspci
	13.7.2. USB-Geräte: lsusb

	13.8. Dateien und Dateisysteme
	13.8.1. Bestimmen Sie den Dateityp: Datei
	13.8.2. Dateisysteme und ihre Verwendung: mount, df und du
	13.8.3. Zusätzliche Informationen zu ELF-Binärdateien
	13.8.4. Dateieigenschaften: stat

	13.9. Benutzerinformationen
	13.9.1. Benutzerzugriffsdateien: fuser
	13.9.2. Wer macht was: w

	13.10. Zeit und Datum
	13.10.1. Zeitmessung mit time

	13.11. Darstellung der Daten in Diagrammen: RRDtool
	13.11.1. Funktionsweise von RRDtool
	13.11.2. Einfaches Beispiel aus dem Alltag
	. Erfassen von Daten
	. Erstellen einer Datenbank
	. Aktualisieren der Datenbankwerte
	. Anzeigen der Messwerte

	13.11.3. Weiterführende Informationen


	14. Upgrade des Systems und Systemänderungen
	14.1. Upgrade des Systems
	14.1.1. Vorbereitung
	14.1.2. Potenzielle Probleme
	. Überprüfen von "passwd" und "group" in "/etc"
	. PostgreSQL

	14.1.3. Upgrade mit YaST
	14.1.4. Distributions-Upgrade mit Zypper
	. Vor dem Start des Upgrades mit Zypper
	. Der Upgrade-Vorgang

	14.1.5. Aktualisieren einzelner Pakete

	14.2. Software-Änderungen


	IV. System
	15. 32-Bit- und 64-Bit-Anwendungen in einer 64-Bit-Systemumgebung  
	15.1. Laufzeitunterstützung
	15.2. Software-Entwicklung
	15.3. Software-Kompilierung auf Doppelarchitektur-Plattformen
	15.4. Kernel-Spezifikationen

	16. Booten und Konfigurieren eines Linux-Systems
	16.1. Der Linux-Bootvorgang
	16.1.1. initramfs
	16.1.2. init unter initramfs

	16.2. Der init-Vorgang
	16.2.1. Runlevel
	16.2.2. Init-Skripten
	16.2.3. Konfigurieren von Systemdiensten (Runlevel) mit YaST

	16.3. Systemkonfiguration über /etc/sysconfig
	16.3.1. Ändern der Systemkonfiguration mithilfe des YaST-Editors "sysconfig"
	16.3.2. Manuelles Ändern der Systemkonfiguration


	17. Der Bootloader GRUB
	17.1. Booten mit GRUB
	17.1.1. Die Datei /boot/​grub/​menu​.lst
	. Namenskonventionen für Festplatten und Partitionen
	. Beispiel einer Menüdatei
	. Ändern von Menü-Einträgen während des Bootvorgangs

	17.1.2. Die Datei "device.map"
	17.1.3. Die Datei "/etc/grub.conf"
	17.1.4. Die Datei /etc/​sysconfig/​bootloader
	17.1.5. Festlegen eines Bootpassworts

	17.2. Konfigurieren des Bootloaders mit YaST
	17.2.1. Anpassen des Standard-Boot-Eintrags
	17.2.2. Speicherort des Bootloaders ändern
	17.2.3. Ändern des Bootloader-Zeitlimits
	17.2.4. Festlegen eines Bootpassworts
	17.2.5. Anpassen der Festplattenreihenfolge
	17.2.6. Konfigurieren der erweiterten Optionen
	17.2.7. Ändern des Bootloader-Typs

	17.3. Deinstallieren des Linux-Bootloaders
	17.4. Erstellen von Boot-CDs
	17.5. Der grafische SUSE-Bildschirm
	17.6. Fehlersuche
	17.7. Weiterführende Informationen

	18. Spezielle Systemfunktionen
	18.1. Informationen zu speziellen Softwarepaketen
	18.1.1. Das Paket bash und /etc/profile
	18.1.2. Das cron-Paket
	18.1.3. Protokolldateien: Paket logrotate
	18.1.4. Der Befehl "locate"
	18.1.5. Der Befehl "ulimit"
	18.1.6. Der Befehl "free"
	18.1.7. man-Seiten und Info-Seiten
	18.1.8. Auswählen von man-Seiten über das Kommando man
	18.1.9. Einstellungen für GNU Emacs

	18.2. Virtuelle Konsolen
	18.3. Tastaturzuordnung
	18.4. Sprach- und länderspezifische Einstellungen
	18.4.1. Beispiele
	18.4.2. Locale-Einstellungen in ​~/​​.i18n
	18.4.3. Einstellungen für die Sprachunterstützung
	18.4.4. Weiterführende Informationen


	19. Gerätemanagemet über dynamischen Kernel mithilfe von udev
	19.1. Das /dev-Verzeichnis
	19.2. Kernel-uevents und udev
	19.3. Treiber, Kernel-Module und Geräte
	19.4. Booten und erstes Einrichten des Geräts
	19.5. Überwachen des aktiven udev-Daemons
	19.6. Einflussnahme auf das Gerätemanagemet über dynamischen Kernel mithilfe von udev-Regeln
	19.6.1. Verwenden von Operatoren in udev-Regeln
	19.6.2. Verwenden von Ersetzungen in udev-Regeln
	19.6.3. Verwenden von udev-Übereinstimmungsschlüsseln
	19.6.4. Verwenden von udev-Zuweisungsschlüsseln

	19.7. Permanente Gerätebenennung
	19.8. Von udev verwendete Dateien
	19.9. Weiterführende Informationen

	20. Bash-Shell und Bash-Skripte
	20.1. Was ist "die Shell"?
	20.1.1. Die Bash-Konfigurationsdateien
	20.1.2. Die Verzeichnisstruktur

	20.2. Schreiben von Shell-Skripten
	20.3. Umlenken von Kommandoereignissen
	20.4. Verwenden von Aliassen
	20.5. Verwenden von Variablen in der Bash-Shell
	20.5.1. Verwenden von Argumentvariablen
	20.5.2. Verwenden der Variablenersetzung

	20.6. Gruppieren und Kombinieren von Kommandos
	20.7. Arbeiten mit häufigen Ablaufkonstrukten
	20.7.1. Das Steuerungskommando "if"
	20.7.2. Erstellen von Schleifen mit dem Kommando "for"

	20.8. Weiterführende Informationen


	V. Services
	21. Grundlegendes zu Netzwerken
	21.1. IP-Adressen und Routing
	21.1.1. IP-Adressen
	21.1.2. Netzmasken und Routing

	21.2. IPv6 – Das Internet der nächsten Generation
	21.2.1. Vorteile
	21.2.2. Adresstypen und -struktur
	21.2.3. Koexistenz von IPv4 und IPv6
	21.2.4. IPv6 konfigurieren
	21.2.5. Weiterführende Informationen

	21.3. Namensauflösung
	21.4. Konfigurieren von Netzwerkverbindungen mit YaST
	21.4.1. Konfigurieren der Netzwerkkarte mit YaST
	. Konfigurieren globaler Netzwerkoptionen
	. Ändern der Konfiguration einer Netzwerkkarte
	. IP-Adressen konfigurieren
	. Konfigurieren von Aliassen
	. Ändern des Gerätenamens und der Udev-Regeln
	. Ändern des Kernel-Treibers für Netzwerkkarten
	. Aktivieren des Netzwerkgeräts
	. Einrichten der Größe der maximalen Transfereinheit
	. Konfigurieren der Firewall

	. Konfigurieren einer unerkannten Netzwerkkarte
	. Konfigurieren des Hostnamens und DNS
	. Konfigurieren des Routing

	21.4.2. Modem
	21.4.3. ISDN
	21.4.4. Kabelmodem
	21.4.5. DSL

	21.5. NetworkManager
	21.5.1. NetworkManager und ifup
	21.5.2. NetworkManager-Funktionalität und Konfigurationsdateien
	21.5.3. Steuern und Sperren von NetworkManager-Funktionen

	21.6. Manuelle Netzwerkkonfiguration
	21.6.1. Konfigurationsdateien
	. /etc/​sysconfig/​network/​ifcfg​-*
	. /etc/​sysconfig/​network/​config, /etc/​sysconfig/​network/​dhcp und /etc/​sysconfig/​network/​wireless
	. /etc/​sysconfig/​network/​routes und /etc/​sysconfig/​network/​ifroute​-*
	. /etc/​resolv​.conf
	. /sbin/​netconfig
	. /etc/​hosts
	. /etc/​networks
	. /etc/​host​.conf
	. /etc/​nsswitch​.conf
	. /etc/​nscd​.conf
	. /etc/​HOSTNAME

	21.6.2. Testen der Konfiguration
	. Konfigurieren einer Netzwerkschnittstelle mit ip
	. Testen einer Verbindung mit ping
	. Konfigurieren des Netzwerks mit dem ifconfig-Befehl
	. Konfigurieren des Routing mit route

	21.6.3. Startup-Skripten

	21.7. smpppd als Einwählhelfer
	21.7.1. Konfigurieren von smpppd
	21.7.2. Konfigurieren von KInternet und cinternet für die Fernsteuerung


	22. SLP-Dienste im Netzwerk
	22.1. Installation
	22.2. SLP aktivieren
	22.3. SLP-Frontends in openSUSE
	22.4. Installation über SLP
	22.5. Bereitstellen von Diensten über SLP
	22.6. Weiterführende Informationen

	23. Domain Name System (DNS)
	23.1.  DNS-Terminologie
	23.2. Installation
	23.3. Konfiguration mit YaST
	23.3.1. Assistentenkonfiguration
	23.3.2. Konfiguration für Experten
	. Start
	. Forwarder
	. Grundlegende Optionen
	. Protokollierung
	. ACLs
	. TSIG-Schlüssel
	. DNS-Zonen (Hinzufügen einer Slave-Zone)
	. DNS-Zonen (Hinzufügen einer Master-Zone)
	. DNS-Zonen (Bearbeiten einer Master-Zone)


	23.4. Starten des BIND-Nameservers
	23.5. Die Konfigurationsdatei /etc/named.conf
	23.5.1. Wichtige Konfigurationsoptionen
	23.5.2. Protokollierung
	23.5.3. Zoneneinträge

	23.6. Zonendateien
	23.7. Dynamische Aktualisierung von Zonendaten
	23.8. Sichere Transaktionen
	23.9. DNS-Sicherheit
	23.10. Weiterführende Informationen

	24. DHCP
	24.1. Konfigurieren eines DHCP-Servers mit YaST
	24.1.1. Anfängliche Konfiguration (Assistent)

	24.2. DHCP-Softwarepakete
	24.3. Der DHCP-Server dhcpd
	24.3.1. Clients mit statischen IP-Adressen
	24.3.2. Die openSUSE-Version

	24.4. Weiterführende Informationen

	25. Zeitsynchronisierung mit NTP
	25.1. Konfigurieren eines NTP-Client mit YaST
	25.1.1. Grundlegende Konfiguration
	25.1.2. Ändern der Basiskonfiguration

	25.2. Manuelle Konfiguration von ntp im Netzwerk
	25.3. Dynamische Zeitsynchronisierung während der Laufzeit
	25.4. Einrichten einer lokalen Referenzuhr

	26. Verteilte Nutzung von Dateisystemen mit NFS
	26.1. Installieren der erforderlichen Software
	26.2. Importieren von Dateisystemen mit YaST
	26.3. Manuelles Importieren von Dateisystemen
	26.3.1. Verwenden des Diensts zum automatischen Einhängen
	26.3.2. Manuelles Bearbeiten von /ect/​fstab

	26.4. Exportieren von Dateisystemen mit YaST
	26.4.1. Exportieren für NFSv4-Clients
	26.4.2. NFSv3- und NFSv2-Exporte
	26.4.3. Gleichzeitig vorhandene v3-Exporte und v4-Exporte

	26.5. Manuelles Exportieren von Dateisystemen
	26.5.1. Exportieren von Dateisystemen mit NFSv4
	. /etc/exports
	. /etc/sysconfig/nfs
	. /etc/idmapd.conf
	. Starten und Beenden von Apache

	26.5.2. Exportieren von Dateisystemen mit NFSv2 und NFSv3

	26.6. NFS mit Kerberos
	26.7. Weiterführende Informationen

	27. Samba
	27.1. Terminologie
	27.2. Installieren eines Samba-Servers
	27.3. Starten und Stoppen von Samba
	27.4. Konfigurieren eines Samba-Servers
	27.4.1. Konfigurieren eines Samba-Servers mit YaST
	. Anfängliche Samba-Konfiguration
	. Erweiterte Samba-Konfiguration
	. Starten des Servers
	. Freigaben
	. Identität
	. Verbürgte Domänen
	. LDAP-Einstellungen


	27.4.2. Web-Administration mit SWAT
	27.4.3. Manuelles Konfigurieren des Servers
	. Der Abschnitt "global"
	. Freigaben
	. Sicherheitsstufen (Security Levels)


	27.5. Konfigurieren der Clients
	27.5.1. Konfigurieren eines Samba-Clients mit YaST

	27.6. Samba als Anmeldeserver
	27.7. Weiterführende Informationen

	28. Der HTTP-Server Apache
	28.1. Kurzanleitung
	28.1.1. Anforderungen
	28.1.2. Installation
	28.1.3. Start

	28.2. Konfigurieren von Apache
	28.2.1. Apache-Konfigurationsdateien
	. /etc/​sysconfig/​apache2
	. /etc/​apache2/

	28.2.2. Manuelle Konfiguration von Apache
	. Virtuelle Hostkonfiguration
	. Namensbasierte virtuelle Hosts
	. IP-basierte virtuelle Hosts
	. Basiskonfiguration eines virtuellen Hosts


	28.2.3. Konfigurieren von Apache mit YaST
	. HTTP-Server-Assistent
	. Netzwerkgeräteauswahl
	. Module
	. Standardhost
	. Virtuelle Hosts
	. Zusammenfassung

	. HTTP-Server-Konfiguration
	. Überwachte Ports und Adressen
	. Servermodule
	. Haupthost oder Hosts



	28.3. Starten und Beenden von Apache
	28.4. Installieren, Aktivieren und Konfigurieren von Modulen
	28.4.1. Installieren von Modulen
	28.4.2. Aktivieren und Deaktivieren von Modulen
	28.4.3. Basis- und Erweiterungsmodule
	28.4.4. Multiprocessing-Module
	. Prefork-MPM
	. Worker-MPM

	28.4.5. Externe Module
	28.4.6. Kompilieren von Modulen

	28.5. Aktivieren von CGI-Skripten
	28.5.1. Konfiguration in Apache
	28.5.2. Ausführen eines Beispielskripten
	28.5.3. CGI-Fehlerbehebung

	28.6. Einrichten eines sicheren Webservers mit SSL
	28.6.1. Erstellen eines SSL-Zertifikats
	. Erstellen eines "Dummy"-Zertifikats
	. Erstellen eines selbst signierten Zertifikats
	. Anfordern eines offiziell signierten Zertifikats

	28.6.2. Konfigurieren von Apache mit SSL

	28.7. Vermeiden von Sicherheitsproblemen
	28.7.1. Stets aktuelle Software
	28.7.2. DocumentRoot-Berechtigungen
	28.7.3. Zugriff auf das Dateisystem
	28.7.4. CGI-Skripten
	28.7.5. Benutzerverzeichnisse

	28.8. Fehlersuche
	28.9. Weiterführende Informationen
	28.9.1. Apache 2.2
	28.9.2.  Apache Module
	28.9.3. Entwicklung
	28.9.4. Verschiedene Informationsquellen


	29. Einrichten eines FTP-Servers mit YaST
	29.1. Starten des FTP-Servers
	29.2. Allgemeine FTP-Einstellungen
	29.3. FTP-Leistungseinstellungen
	29.4. Authentifizierung
	29.5. Einstellungen für Experten
	29.6. Weitere Informationen


	VI. Mobilität
	30. Mobile Computernutzung mit Linux
	30.1. Notebooks
	30.1.1. Energieeinsparung
	30.1.2. Integration in unterschiedlichen Betriebsumgebungen
	30.1.3. Software-Optionen
	. Systemüberwachung
	. Datensynchronisierung
	. Drahtlose Kommunikation

	30.1.4. Datensicherheit

	30.2. Mobile Hardware
	30.3. Mobiltelefone und PDAs
	30.4. Weiterführende Informationen

	31. Energieverwaltung
	31.1. Energiesparfunktionen
	31.2. Advanced Configuration & Power Interface (ACPI)
	31.2.1. Steuern der CPU-Leistung
	. Frequenz- und Spannungsskalierung
	. Drosseln der Taktfrequenz (T-Status)
	. Versetzen des Prozessors in den Ruhezustand (C-Status)

	31.2.2. Werkzeuge
	31.2.3. Fehlersuche
	. Weiterführende Informationen


	31.3. Ruhezustand für Festplatte
	31.4. Fehlersuche
	31.4.1. ACPI mit Hardware-Unterstützung aktiviert, bestimmte Funktionen sind jedoch nicht verfügbar
	31.4.2. CPU-Frequenzsteuerung funktioniert nicht
	31.4.3. Suspend und Stand-by funktionieren nicht

	31.5. Weiterführende Informationen

	32. Wireless LAN
	32.1. WLAN-Standards
	32.2. Betriebsmodi
	32.3. Authentifizierung
	32.4. Verschlüsselung
	32.5. Konfiguration mit YaST
	32.5.1. Deaktivieren von NetworkManager
	32.5.2. Konfiguration für Zugriffspunkte
	32.5.3. Einrichten eines Ad-hoc-Netzwerks
	32.5.4. Festlegen zusätzlicher Konfigurationsparameter

	32.6. Tipps und Tricks zur Einrichtung eines WLAN
	32.6.1. Dienstprogramme
	32.6.2. Stabilität und Geschwindigkeit
	32.6.3. Sicherheit

	32.7. Fehlersuche
	32.7.1. Netzwerkstatus überprüfen
	32.7.2. Mehrere Netzwerkgeräte
	32.7.3. Probleme mit Prism2-Karten

	32.8. Weiterführende Informationen

	33. Verwenden von Tablet PCs
	33.1. Installieren der Tablet PC-Pakete
	33.2. Konfigurieren des Tablet-Geräts
	33.3. Verwenden der virtuellen Tastatur
	33.4. Drehen der Ansicht
	33.5. Verwenden der Bewegungserkennung
	33.5.1. Verwenden von CellWriter
	33.5.2. Verwenden von Xstroke

	33.6. Aufzeichnen von Notizen und Skizzen mit dem Pen
	33.7. Fehlersuche
	33.8. Weiterführende Informationen

	34. Kopieren und Freigeben von Dateien
	34.1. Szenarien
	34.2. Zugriffsmethoden
	34.3. Zugreifen auf Dateien über eine Direktverbindung
	34.4. Zugreifen auf Dateien auf verschiedenen Betriebssystemen am selben Computer   
	34.5. Kopieren von Dateien zwischen Linux-Computern
	34.5.1. Kopieren von Dateien mit SSH
	34.5.2. Übertragen von Dateien mit rsync
	. rsync-Basismodus
	. rsync-Dämonmodus

	34.5.3. Übertragen von Dateien mit Unison
	. Verwenden der grafischen Bedienoberfläche
	. Arbeiten mit der Kommandozeile

	34.5.4. Kopieren von Dateien mit FTP

	34.6. Kopieren von Dateien zwischen Linux- und Windows-Computern mit SSH
	34.7. Freigabe von Dateien zwischen Linux-Computern
	34.7.1. Übertragen von Dateien mit NFS
	34.7.2. Freigabe von Dateien mit Samba
	. Zugreifen auf Freigaben mit KDE und GNOME
	. Zugriff auf Freigaben über die Kommandozeile


	34.8. Freigabe von Dateien zwischen Linux und Windows mit Samba
	34.9. Weiterführende Informationen


	35. Hilfe und Dokumentation
	35.1. Dokumentationsverzeichnis
	35.1.1. Novell/SUSE-Handbücher
	35.1.2. HOWTOs
	35.1.3. Dokumentation zu den einzelnen Paketen

	35.2. man-Seiten
	35.3. Infoseiten
	35.4. openSUSE Wiki

	A. Ein Beispielnetzwerk
	B. GNU-Lizenzen
	B.1. GNU General Public License
	B.1.1. Preamble
	B.1.2. GNU GENERAL PUBLIC LICENSE TERMS AND CONDITIONS FOR COPYING, DISTRIBUTION AND MODIFICATION
	. NO WARRANTY
	. END OF TERMS AND CONDITIONS

	B.1.3. How to Apply These Terms to Your New Programs

	B.2. GNU Free Documentation License
	B.2.1. PREAMBLE
	B.2.2. APPLICABILITY AND DEFINITIONS
	B.2.3. VERBATIM COPYING
	B.2.4. COPYING IN QUANTITY
	B.2.5. MODIFICATIONS
	B.2.6. COMBINING DOCUMENTS
	B.2.7. COLLECTIONS OF DOCUMENTS
	B.2.8. AGGREGATION WITH INDEPENDENT WORKS
	B.2.9. TRANSLATION
	B.2.10. TERMINATION
	B.2.11. FUTURE REVISIONS OF THIS LICENSE
	B.2.12. ADDENDUM: How to use this License for your documents




